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Notices

References in this publication to IBM products, programs, or services do not imply that IBM intends to
make these available in all countries in which IBM operates. Any reference to an IBM product,
program, or service is not intended to state or imply that only IBM’s product, program, or service may
be used. Any functionally equivalent product, program, or service that does not infringe any of IBM’s
intellectual property rights may be used instead of the IBM product, program, or service. Evaluation
and verification of operation in conjunction with other products, except those expressly designated by
IBM, is the user’s responsibility.

IBM may have patents or pending patent applications covering subject matter in this document. The
furnishing of this document does not give you any license to these patents. You can send license
inquiries, in writing, to the IBM Director of Commercial Relations, IBM Corporation, Purchase, NY
10577.

This publication could contain technical inaccuracies or typographical errors.

This publication may refer to products that are announced but not currently available in your country.
This publication may also refer to products that have not been announced in your country. IBM makes
no commitment to make available any unannounced products referred to herein. The final decision to
announce any product is based on IBM’s business and technical judgment.

Changes or addition to the text are indicated by a vertical line (|) to the left of the change or addition.

Refer to the “Summary of Changes” on page xi for a summary of changes made to the Operating
System/400 {OS/400) alert support and how they are described in this publication.

This publication contains examples of data and reports used in daily business operations. To illustrate
them as completely as possible, the examples include the names of individuals, companies, brands,
and products. All of these names are fictitious and any similarity to the names and addresses used by
an actual business enterprise is entirely coincidental.

This publication contains small programs that are furnished by IBM as simple examples to provide an
illustration. These examples have not been thoroughly tested under all conditions. IBM, therefore,
cannot guarantee or imply reliability, serviceability, or function of these programs. All programs con-
tained herein are provided to you “AS IS”. THE IMPLIED WARRANTIES OF MERCHANTABILITY AND
FITNESS FOR A PARTICULAR PURPOSE ARE EXPRESSLY DISCLAIMED.

Programming Interface Information
This guide is intended to help the customer use the communications and systems management func-

tions on the AS/400 system. It contains information about change management and problem manage-
ment. This guide contains no programming interfaces for customers.
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About This Guide

This guide is intended for the programmer who is responsible for configuring the
AS/400 system to use the communications and systems management functions.
For the AS/400 system, this support includes the following: change management
functions in an IBM NetView Distribution Manager (NetView DM) network, and
problem management functions in a network.

This guide should also be useful to the host system programmer who is respon-
sible for adding the AS/400 system into the host system network.

The information about the distributed host command facility (DHCF) originally
contained in this guide has been moved to the Communications. Remote Work
Station Guide, SC41-0002.

You may need to refer to other IBM manuals for more specific information about
a particular topic. The Publications Guide, GC41-8678, provides information on
all the manuals in the AS/400 library.

For a list of related publications, see the Bibliography.

Who Should Use This Guide
Using this guide, the AS/400 programmer can:

+ Configure the AS/400 system to use the distributed systems node executive
(DSNX) support.

» Coordinate change management and distribution activities with the host
system NetView DM programmer.

« Configure the AS/400 system to use alert support.

« Control the creating, sending, and logging of alert messages for problem
management.

« Perform central site problem analysis for the AS/400 systems in a network.
« Allow end-user applications to create alerts and notify the 0S/400 alert
manager of previously created alerts that need to be handled.
Using this guide, the host system programmer can:

« Generate the Virtual Telecommunications Access Method/Network Control
Program (VTAM/NCP) host system to include the AS/400 system as a node in
a NetView DM communications network.

« Coordinate change activities with the AS/400 programmer in the NetView DM
network.

* Generate the VTAM/NCP host system to include the AS/400 system as a
node in a NetView communications network.

© Copyright IBM Corp. 1991, 1992 ix



You should be familiar with the following to use the information in this guide:

* AS/400 programming terminology. You should also be familiar with the ter-
minology of the host system.

» Data communications concepts.

» Configuration and communications information that is provided in the
manuals: Communications: Management Guide, SC41-0024, and
Communications: Operating System/400* Communications Configuration
Reference, SC41-0001.

X  AS/400 Alerts and DSNX Guide



| Summary of Changes

0S/400 Alert Support Information
The information on 0S/400 alert support was split into three chapters. They are:

« Chapter 2, “Introduction to 0S/400 Alert Support”
» Chapter 3, “Setting Up OS/400 Alert Support”
o Chapter 4, “Using 0S/400 Alert Support”

New Change Network Attributes (CHGNETA) Command Parameters
The following four new parameters were added to the Change Network Attributes
(CHGNETA) command (as described in Chapter 3, “Setting Up 08/400 Alert
Support”):

ALRLOGSTS Parameter
Specifies how alerts are logged by the AS/400 system.

ALRBCKFP Parameter
Specifies the name of the system that provides alert focal point services to
the nodes in the sphere of control if the local system is unavailable.

ALRRQSFP Parameter
Specifies the name of the system that is requested to provide focal point ser-
vices.

ALRFTR Parameter
Specifies the alert filter that is used when alerts are processed.

0S/400 Alert Descriptions

The sections titled “Creating an Alert Table” and “Adding Alert Descriptions to
an Alert Table” were moved from Appendix A, “Sample Procedures for OS/400
Alerts” to Chapter 4, “Using OS/400 Alert Support.” The information was not
extensively updated.

Alert Filter Support

Alert filters can now be used to route and process Systems Network Architecture
(SNA) alerts in a network as part of 0S/400 alert support. Alert filter support is
described in Chapter 5, “OS/400 Alert Filter Support.” Chapter 5 is new for this
release.

Migration Concerns

Migration concerns that may appear in networks that are not exclusively com-
prised of AS/400 Version 2 Release 2 systems are addressed in Appendix |,
“Migration Concerns.” Looping conditions and held alerts are discussed.
Appendix | is new for this release.

© Copyright IBM Corp. 1991, 1992 xi
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Chapter 1. Introduction to Communications and Systems
Management

The Operating System/400* (OS/400*) communications and systems management
(C & SM) functions that are discussed in this guide are:

¢ Problem management —alert support
« Change management —distributed systems node executive (DSNX) support

This chapter also discusses using the AS/400* system in a NetView* DM environ-
ment.

Problem Management (Alert Support)

Problem management (alert support) allows the system to record, analyze, and
manage problems and to report problems and alerts to the provider for service.
Alert support enables the AS/400 system to send Systems Network Architecture
(SNA) alerts to other systems, which can include other AS/400 systems,
System/36s, System/38s, and host systems.

Note: If you are creating open systems interconnection (OSI) alerts for use with
the AS/400 system, refer to the OS/ Communications Subsystem/400
Operation for information.

You can use 0S/400 alert support to do any of the following:

» Start and stop the automatic creation of alerts.
» Define your own alert conditions.

» Specify which systems send alerts to a focal point' using advanced peer-to-
peer networking (APPN), which is a data communications support that routes
data in a network between two or more advanced program-to-program com-
munications (APPC) systems that do not need to be directly connected.

* Create alerts for end-user applications.
« Assign alerts to users based on a user-defined alert filter.
* Run user-defined programs based on a user-defined alert filter.

+ Notify the OS/400 alert manager of previously created alerts (by end-user
applications) that need to be handled.

» Control which error conditions are able to create alerts.
Note: If you are creating alerts for end-user applications, refer to the System
Programmer’s Interface Reference manual for more information.
The AS/400 system provides focal point services when it is part of an APPN
network. For example, the AS/400 system can be configured as:

+ A system that is not a focal point, but sends and forwards alerts to another
system that is a focal point

» A focal point in a network not attached to a host system

1 An APPN network node that is the destination of alerts. A focal point allows a customer to centrally manage a network.

© Copyright IBM Corp. 1991, 1992 11



* A nested focal point for forwarding alerts to the NetView program from an
APPN network

For more information on alert support, see Chapter 2, “Introduction to 0S/400
Alert Support,” Chapter 3, “Setting Up 0S/400 Alert Support,” Chapter 4,
“Using 0S/400 Alert Support,” and Appendix A, “Sample Procedures for 0S/400
Alerts” in this guide. For more information on alert filtering, see Chapter 5,
“OS/400 Alert Filter Support.”

Change Management (DSNX Support)

IBM NetView Distribution Manager (NetView DM) is a licensed program that
gives you the capability to plan, schedule, and control the exchange of data
between the host system (the primary or controlling computer) and one or more
remote sites. OS/400 distributed systems node executive (DSNX) support allows
the AS/400 system to be part of the NetView DM network. DSNX support is a
function of the operating system that receives and analyzes requests from
NetView DM on the host system.

You can use DSNX support to distribute files and input streams in a network con-
trolled by a System/370* or System/390* host system. You can use this function
for central site programming and maintenance and also for the distribution of
AS/400 objects.

Note: When you install a new release of the 0S/400 operating system, all out-
standing NetView DM requests on the AS/400 system are lost. If requests
are deleted on the AS/400 system, the plan/phase on the NetView DM
host remains in PENDing status. You should ensure that no NetView DM
requests are outstanding on the NetView DM host for the system being
installed (or any secondary nodes attached to the system) before
installing a new release of the 0S/400 operating system.

DSNX support allows the AS/400 system, System/36, and the personal computer
to become part of a NetView DM network. The AS/400 system functions as a
direct node to the host system or as an intermediate node between the host
system and other AS/400 systems, personal computers, and System/36s.

DSNX support enables one or more AS/400 systems or System/36s (and the host
system) to distribute, through a NetView DM host system, objects among other
AS/400 systems, System/36s, and personal computers in the network. You can
also use DSNX to process distribution lists received from NetView DM and
forward the requests to other AS/400 systems, System/36s, or personal com-
puters.

When DSNX support is active on the AS/400 system, very little operator action is
required. The NetView DM host system controls all transfers of information
between the nodes and the NetView DM host system.

Depending on which configuration of DSNX you choose to use, the following
communications support is required:

» 0OS/400 DSNX running as an application program requires Systems Network
Architecture upline facility (SNUF) for communications with the NetView DM
host system. SNUF is the communications support that allows the AS/400
system to communicate with CICS/VS and IMS/VS application programs on a
host system.

1-2 AS/400 Alerts and DSNX Guide



e 08/400 DSNX acting as an intermediate node requires an object
distribution/Systems Network Architecture distribution services (SNADS) con-
nection to other AS/400 systems and System/36s. Object distribution is a
function that allows a user to send source and data files, save files, input
streams, spooled output files, and messages to another user, in this case, on
a SNADS network. SNADS is an IBM* asynchronous distribution service that
defines a set of rules to receive, route, and send electronic mail in a network
of systems.

¢ 0OS/400 DSNX-sender distributing NetView DM requests to personal com-
puters attached to an AS/400 system requires advanced program-to-program
communications (APPC), which is the communications support that allows
programs on an AS/400 system to communicate with programs on other
systems that have compatible communications support.

Chapter 6, “Host System Programming Considerations for DSNX,” Chapter 7,
“Before Running DSNX,” and Chapter 8, “DSNX Considerations” of this guide
describe the DSNX support.

Using the AS/400 System in a NetView DM Environment

A host system, using the IBM NetView Distribution Manager (NetView DM)
licensed product, can perform change management activities on the AS/400
system in a NetView DM network. The host system must be using NetView DM
or Distributed Systems Executive (DSX) Version 3.2, a licensed program running
under the Virtual Storage Extended (VSE) operating system.

¢ Retrieve, send, or delete database file members and save files and other
objects.

e Retrieve, send, delete, or start batch job streams.
* Send messages to the system operator message queue.

NetView DM allows the host system to retrieve, send, and delete files, programs,
formats, and procedures in a network of computers. NetView DM uses plans to
define the work to be done. A plan may consist of one or more phases. 0S8/400
DSNX can start a transfer by requesting that a held phase be released from a
NetView DM host. 0S/400 DSNX can also respond to requests made by the
NetView DM host system.

Additional information about NetView DM can be obtained from the NetView DM
manuals listed in the “Bibliography” on page J-1.

Systems in a NetView DM Network

A NetView DM network consists of the host system (an IBM System/370 system,
an IBM System/390 system, or a 30xx or 43xx processor) and can contain one or
more of the following:

* An AS/400 system defined as node type SSP
* A System/36 defined as node type SSP
* Personal computers defined as node type PDOS

Each of these is called a node (one of the systems or devices in a network).
Phase information includes the name of the node being communicated with, the
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schedule used for communications, and the list of requests NetView DM should
make to the node during the session. Each phase in a NetView DM plan may
require multiple LU-to-LU sessions (one at a time) between NetView DM and
DSNX. Figure 1-1 illustrates a NetView DM network. You can include all of the
configurations or only those that are appropriate to your particular application.
The host system to an AS/400 system configuration is discussed first as the
basic DSNX configuration, and the other configurations are discussed later.

NetView
DM Host

S/40 System
AS/4 (:)rSystem IBM SNADS | | AS/&M}%r ¥
System/36 Network System/36
Personal Personal

Computer | | Computer

IBM Token-

Ring Network
Personal Personal Personal
Computer Computer Computer

RSLLOO1-2

Figure 1-1. A DSNX Network

AS/400 and NetView DM Terms

The AS/400 system and NetView DM frequently use different terms to refer to the
same thing. The following table lists some NetView DM terms and shows the
corresponding AS/400 term.

NetView DM Term AS/400 Equivalent Term
CLIST Batch job stream

Panel Display file

Data set Physical database file member
Program Program, other objects
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NetView DM Functions Supported by 0OS/400 DSNX

With 0S/400 DSNX support on one or more AS/400 systems, the NetView DM
host system can provide:

File member support

Retrieve database file members from an AS/400 system.

Send sequential files that were prepared at the host system to an AS/400
system.

Send database file members that were created at an AS/400 system to
another AS/400 system.

Delete database file members from an AS/400 system.

Compress and decompress file members for send and retrieve oper-
ations.

Synchronize data, to the last successfully received record, after an error
for send and retrieve operations.

See "Data Considerations Using NetView DM” on page 8-9 for informa-
tion on preparing data for NetView DM storage if the data is to be sent to
file members.

Save file support

Retrieve save files from an AS/400 system.
Delete save files from an AS/400 system.
Send save files to an AS/400 system.

Synchronize data, to the last successfully received record, after an error
for send and retrieve operations.

All other object support

Retrieve AS/400 objects. A valid object type is any object type that can
be specified on the OBJTYPE parameter of the Save Object (SAVOBJ)
command.

Send AS/400 objects. A valid object type is any object type that can be
specified on the OBJTYPE parameter of the Save Object (SAVOBJ)
command.

Delete objects from an AS/400 system.

Synchronize data, to the last successfully received record, after an error
for send and retrieve operations.

See “Data Considerations Using NetView DM” on page 8-9 and “NetView
DM Session and Node Considerations” on page 8-7 for more information
about sending and retrieving objects.
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* Batch job support
— Retrieve input streams from an AS/400 database member.

— Run batch job streams that were stored at the host system. The batch
job streams could be created on the host system or an AS/400 system.

— Delete input streams that are in an AS/400 database member.
— Send batch job streams to an AS/400 database member.
* Message support

— Send messages to an AS/400 system operator using the QSYSOPR
message queue.

DSNX File and Member Considerations
0S/400 DSNX support accepts sequential files, source members, and batch job
stream members that were prepared at the NetView DM host system. These
objects may contain double-byte characters. These types of objects are pre-
pared for the network by the NetView DM host system when the PREPARE
DATASET or the PREPARE CLIST control statement is used.

0S/400 DSNX support also accepts database file members created on another
AS/400 system.

If a database file member is added or replaced onto another AS/400 system, the
physical file must exist on the receiving AS/400 system before the add or replace
request is processed. The logical record length of the existing file on the AS/400
system must match the logical record length specified in the NetView DM
request.

Information about how files sent by NetView DM are replaced on an AS/400
system is provided under “Replacing Objects on an AS/400 System” on
page 8-6.

DSNX cannot be used to upgrade an AS/400 system to a new release.
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| Chapter 2. Introduction to 0S/400 Alert Support

This chapter describes the support on the AS/400 system for network problem
management using Systems Network Architecture (SNA) alerts.

An alert is an SNA-architected message that is sent from one system within a
communications network to a central network management site called the
problem management focal point. An alert allows problems detected within the
network to be reported to a network operator at the focal point.

The basic function of an alert is to provide a network operator with:

» Notification of an actual or impending loss of availability of a resource
« As much problem analysis data as is available about the problem underlying
this actual or impending loss

An alert summarizes the problem and gives the network operator guidance on
corrective actions. For those problems that a network operator cannot correct,
the alert provides information that a specialist can use to isolate the source of
the problem.

On the AS/400 system, alerts are created based on messages that are sent to
the local system operator. These messages are used to inform the operator of
problems with hardware resources, such as local devices or controllers, commu-
nication lines, or remote controllers or devices. These messages can also
report software errors detected by the system or application programs. If the
system is part of a communications network, these local system messages can
cause alerts to be created and sent through the network to the focal point, where
they can be displayed. You can use the alerts that are received at the focal
point for:

» Monitoring systems and devices that operate unattended

« Managing situations where the local operator does not know how to handle
the problem

* Maintaining control of system resources and expenses

Note: You can use the QALGENA application program interface (API) to create
an alert without needing to send a message to the local operator. Refer
to the System Programmer’s Interface Reference manual for more informa-
tion about QALGENA.

The AS/400 system can be a problem management focal point, which receives
and displays alerts so you can take the appropriate action based on the informa-
tion supplied in the alert. This provides the capability to do centralized network
problem analysis at the AS/400 system.

If you are operating in a network that has a System/370 (or System/3980) host
system, you can route your alerts to the NetView licensed program. The
NetView program provides the focal point capabilities so that the host system
operator can display the alerts and perform the appropriate problem analysis
based on the alert.
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Functions Provided by 0S/400 Alert Support

The alert support provided on the AS/400 system consists of the following func-
tions:

| Creating Alerts

I
|
|
I
|

Creating alerts

Sending and receiving alerts

Assigning alerts

Logging alerts

Holding alerts

Displaying alerts

Deleting alerts

Working with alert filters

Using problem management focal point support
Defining and displaying sphere of control support

Alerts are created on an AS/400 system to report problems detected by the
system to the network operator. Problems that you detect, but that the system
has not reported, can be reported using operator-generated alerts.

The creation of alerts on an AS/400 system is controlled by:

Messages

The alert option (ALROPT) parameter of the Add Message Description
(ADDMSGD) command and the Change Message Description (CHGMSGD)
command controls which messages cause alerts to be created.

QALGENA API

The generate alert APl, QALGENA, creates an alert for a particular message
ID. The alert is returned to the caller. For more information on the
QALGENA API, see the System Programmer’s Interface Reference manual.

Alert tables and alert descriptions

The Create Alert Table (CRTALRTBL) command and the Add Alert
Description (ADDALRD) command allow you to define alerts for alertable
messages. You can also change alerts in IBM-supplied alert tables using
the Change Alert Description (CHGALRD) command. The alert table is an
object consisting of alert descriptions that define the contents of a SNA alert
for particular error conditions.

Network attributes

The alert status (ALRSTS) parameter of the Change Network Attributes
(CHGNETA) command controls the alert creation function for the entire
system.

See “08/400 Alerts” on page 4-1 for more information about alert creation.

Sending and Receiving Alerts

The following affect how alerts are sent and received:

Alerts that have been created by the AS/400 system can be sent to a system
in the network, which may be another AS/400 system or a System/370
system with the support provided by the NetView program.
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|

| Displaying Alerts

Assigning Alerts

Logging Alerts

Holding Alerts

e Alerts that have been created by another system in the network are received
by the AS/400 system and forwarded to the focal point or any other system in
the network, if the receiver has a higher level focal point.

e Alerts that have been created by calling the QALGENA API, built by other
means, or one received by your application from another system can be sent
to the 0S/400 alert manager for processing by the send alert APl, QALSNDA.
Refer to the System Programmer’s Interface Reference manual for more infor-
mation about the QALSNDA API.

You can use an alert filter to assign alerts to groups with common alert charac-
teristics. A set of actions can be assigned to each alert group. For more infor-
mation about alert filters, see Chapter 5, “OS/400 Alert Filter Support.”

You can choose to log alerts on the AS/400 system in the alert database. You
can control the logging of alerts in the database using the alert logging status
(ALRLOGSTS) parameter of the Change Network Attributes (CHGNETA)
command. You can also use an alert filter to control the logging of alerts. You
can log alerts that have been created by the local system. You can also choose
to log alerts that have been received by other systems in the network.

See “Network Attributes for Alerts” on page 3-5 and “The Alert Database™ on
page 4-19 for more information about logging alerts.

The following affect how alerts are held:

» |f the AS/400 system cannot send an alert to a focal point, the system holds
the alert until the alert can be sent.

* You can control the sending of alerts with the Alert Hold Count
(ALRHLDCNT) network attribute. Alerts are held until the specified count is
reached and then any alerts that are currently being held are sent. If alerts
are sent over a switched connection, the switched connection is established
when the specified count is reached. The ALRHLDCNT network attribute
only applies when the Alert Controller Description (ALRCTLD) network attri-
bute is being used to send alerts (alert controller session). The ALRHLDCNT
attribute has no effect when alerts are sent over a management services
session.

See “Alert Controller Session” on page 3-2 for more information about alert
controller sessions and “Management Services Session” on page 3-1 for
more information about management services sessions.

See “Held Alerts” on page 3-16 for more information about held alerts.

The AS/400 system provides the capability to display alerts using the Work with
Alerts (WRKALR) command. You can use this command to display the alerts
that have been logged in the alert database. You can also delete alerts with this
command.
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| Deleting Alerts
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See “Working with Logged Alerts” on page 4-21 for more information about
working with alerts.

Besides deleting alerts with the WRKALR command, you can also use the Delete
Alert (DLTALR) command to delete one or more alerts from the alert database.

Working with Alert Filters

You can use the Work with Filters (WRKFTR) command to work with all the alert
filters available, although only one filter can be active at a time. Use the Change
Network Attributes (CHGNETA) command to change the active filter. You can
use the Work with Filter Selection Entries (WRKFTRSLTE) command to determine
how alerts are assigned to alert groups. You can use the Work with Filter Action
Entries (WRKFTRACNE) command to assign actions to each alert group. Each
command has a corresponding display that you can use for assigning entries.
See Chapter 5, “OS8/400 Alert Filter Support” for more information about alert
filters.

| Using Problem Management Focal Point Support

A focal point allows you to centralize management of the network at the focal
point. You can have several focal points within a network. A focal point’s
sphere of control is a collection of control points' or systems within an APPN
network from which the focal point system receives alerts. An entry point is an
APPN node that generates and sends alerts.

The focal point:

* Accepts alerts received from systems in the sphere of control
* Forwards alerts to a higher level focal point, if one exists and the action is
requested by an alert filter

The AS/400 system can be defined to be a primary, requested, backup, or default
focal point.

As a primary focal point, the system receives alerts from all systems explicitly
defined by you in the sphere of control.

As a requested focal point, the system is named by an entry point system as the
focal point to which data is to be sent. In this manner, an entry point requests
its focal point.

As a backup focal point, the system is used as a focal point only when an entry
point cannot communicate with its primary focal point. The primary focal point
notifies the entry points in its sphere of control of the backup focal point name.

As a default focal point, the system receives alerts from all systems that do not
already have a focal point. A default focal point system defines itself as the
default focal point to each system as it enters the network. If the new system
does not yet have a focal point, it sends its alerts to the default focal point.

No action is required by you except to define the system as a default focal point.

1A control point is a collection of tasks that provide directory and route selection functions for APPN.
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The AS/400 system also provides the capability to nest focal points. You can
define a high level focal point, which accepts all of the alerts collected by lower
level focal points.

You define your system to be a primary focal point using the alert primary focal
point (ALRPRIFP) parameter of the Change Network Attributes (CHGNETA)
command. You define the backup focal point using the alert backup focal point
(ALRBCKFP) parameter on the CHGNETA command. You request a focal point
using the alert requested focal point (ALRRQSFP) parameter on the CHGNETA
command. You define your system to be a default focal point using the alert
default focal point (ALRDFTFP) parameter of the CHGNETA command.

An entry point sends alerts to its current focal point. The establishment of the
current focal point is based on the following ranking:

1. Primary and requested
2. Backup
3. Default

For example, an entry point that is sending data to a backup focal point rejects a
default focal point but accept a new primary focal point. The most recently spec-
ified primary or requested focal point is accepted.

See “Network Attributes for Alerts” on page 3-5 and “The Sphere of Control” on
page 3-10 for more information about focal point support.

Defining and Displaying Sphere of Control Support

The sphere of control can consist of systems defined by you for a primary focal
point, or systems automatically added by the AS/400 system for a backup,
requested, or default focal point.

You define the sphere of control using the Work with Sphere of Control
(WRKSOC) command. You can display the status of the systems in the sphere of
control using the Display Sphere of Control Status (DSPSOCSTS) command.
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| Chapter 3. Setting Up 0S/400 Alert Support

This chapter describes how to set up your network and your system to use
0S/400 alert support.

Configuring Your Network for Alerts

You can configure your network for problem management using the advanced
program-to-program communications/advanced peer-to-peer networking
{APPC/APPN) support on the AS/400 system.

If you use the APPC/APPN support, you can control your system as an alert focal
point using the sphere of control functions. An alert focal point is the system in
| a network that receives and processes alerts. Optional alert focal point functions
| include logging, displaying, and forwarding alerts. See “The Sphere of Control”
on page 3-10 for information about the sphere of control. See “Management
Services Session” for information about alerts with APPC/APPN support.

If you do not choose to use the APPC/APPN support, or if you are connecting
your AS/400 system to a system that does not support APPC/APPN for alerts,
you cannot use the sphere of control functions. See “Alert Controller Session”
on page 3-2 for information about alerts without APPC/APPN support.

The sphere of control specifies the systems from which your AS/400 system
receives alerts. If you are sending your alerts to a system that does not provide
APPC/APPN support for alerts, you can specify a focal point system to which
your AS/400 system sends alerts using the network attributes. See "Network
Attributes for Alerts” on page 3-5 for information about network attributes.

See the APPC Programmer’s Guide and APPN Guide for more information on
APPC/APPN.

Sessions Used for Alert Support
When you use the alert support, sessions are established between an alert focal
point and systems that create and send alerts. The type of session that is used
depends on whether APPC/APPN support is used.

Management Services Session

If you use APPC/APPN support, the focal point system establishes a control point
session with systems defined in the focal point’s sphere of control. This session
is used to exchange data known as management services capabilities. These
capabilities are needed for the sphere of control functions. In this manual, these
sessions are called management services sessions. The management services
session is also used for sending alerts to a focal point.

Alerts flow between network nodes on the SNASVCMG reserved mode session.
Alerts flow between a network node and an end node on the CPSVCMG reserved
mode session.

| The AS/400, System/390, and System/370 systems support management services
| sessions. These sessions can be configured to any system in an APPN network.
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Systems that do not support management services capabilities include:

* System/38
* System/36

You cannot define these systems in your sphere of control. If you want these
systems to send alerts to your AS/400 system, you must configure those systems
to send their alerts to your AS/400 system. Refer to the alerts chapter of the

C & SM User’s Guide for the System/36 and to the Data Communications
Programmer’s Guide for the System/38. After this configuration has been done,
then the System/36 or the System/38 can send alerts to your AS/400 system.

Note: Your AS/400 system does not have to be defined as a focal point to
receive alerts from systems that do not support management services
sessions for alerts. This is because these systems cannot be added to
the sphere of control. If the alert logging status (ALRLOGSTS) network
attribute is set to *RCV or *ALL, all alerts that are received by the AS/400
system are logged in the alert database.

Alert Controller Session

If you want your AS/400 system to send alerts without using APPC/APPN support
(management services sessions), you can define a system to which your AS/400
system sends alerts using the alert controller description (ALRCTLD) network
attribute; this description defines the system to which alerts will be sent on an
alert controller session. In this manual, the session using the alert controller
description is called the alert controller session.

This session does not support the management services capabilities, so you
cannot use the sphere of control functions. You define the name of a controller
description on your AS/400 system to be used for sending alerts. It is the
responsibility of the receiving system to be able to handle the alerts that are
received from the sending system.

Note: It is recommended that you use the APPC/APPN support with the sphere
of control in a network of AS/400 systems. You should only use the alert
controller session when the receiving system does not support manage-
ment services sessions (for example, on a System/38 system or when
using a switched link).

Transporting Alert Data

Alerts move through a network to the focal point as a control point management
services unit (CP-MSU) on a management services session. CP-MSUs are also
used to exchange management services capabilities for sphere of control
support.

Alerts flow as a network management vector transport (NMVT) on the alert con-
troller session. The SNA Formats manual has more information on the alert
architecture and the alert transport.

Record-formatted maintenance statistics (RECFMS) is an alert format that has
been replaced by the NMVT and CP-MSU formats. The AS/400 system discards
any alerts that it receives in RECFMS format.

Table 3-1 on page 3-3 shows the ability of some of the systems eligible to send
and receive alerts during a session.
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Table 3-1. Systems that Support Alerts

Receive Send

System CP-MSU NMVT  CP-MSU NMVT
AS/400 system X X X X
System/36 X X
System/38 X X
System/370 system X X X

System/390 system X X X

08/2* system X X

3174 X

An Example Network
Figure 3-1 shows an example network with AS/400 systems, a System/36, a
System/38, and a System/370 or System/390 system.

NEWYORK
System/370 System

A
Sphers of cticaco g
AS/400 = ATLANTA
t de = System/36
DENVER Network Node = y
MILWKEE ALRPRIFP= Send alerts
ALRCTLD = [ O 2 Y
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MILWKEE DENVER
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Network Node Network Node
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STPAUL AS/400 Alert Controller
System/38 End Node Session lll'l}

ALRFOCPNT= ALRPRIFP =
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ALRCTLD = ALRCTLD =
MILWKEE *NONE
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Figure 3-1. An Example Network for Alerts

The primary focal point system for this network is CHICAGO. By specifying "YES
for the alert primary focal point parameter (ALRPRIFP="YES) on the Change
Network Attributes (CHGNETA) command, CHICAGO has been defined to be a
primary focal point. The network operator at CHICAGO sets up the sphere of
control using the Work with Sphere of Control (WRKSOC) command to include
the nodes from which CHICAGO receives alerts. In this example, MILWKEE and
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DENVER have been included in CHICAGO's sphere of control. Both of these
systems send their alerts to CHICAGO.

System/36 and System/38 do not support management services sessions for
sending alerts. System/36 ATLANTA has been configured to send its alerts to
CHICAGO. See the System/36 C & S M User’s Guide for more information about
using alerts on the System/36. System/38 STPAUL has been configured to send
its alerts to MILWKEE. MILWKEE then forwards alerts received from STPAUL to
the focal point at CHICAGO. See the System/38 Data Communications
Programmer’s Guide for more information about using alerts on the System/38.

In this example, OMAHA is an APPN end node. End nodes may participate in an
APPN network by using the services of an attached network node (the serving
network node). DENVER is the serving network node for OMAHA. An end node

sends its alerts to its focal point through its serving network node. The alerts
sent by OMAHA are forwarded by DENVER to the focal point at CHICAGO.

CHICAGO has been configured to send alerts to a higher level focal point, which
is the NetView program running on a System/370 NEWYORK system. CHICAGO
has also been configured to use an alert controller session by specifying
NEWYORK for the alert controller description (ALRCTLD) parameter on the
CHGNETA command.

AS/400 Configuration

You configure your system communications capabilities for network problem
management with the configuration menus or the control language commands
supplied with the AS/400 system. The configuration requirements are discussed
in the APPN Guide and the 0S/400* Communications Configuration Reference
manual.

The following commands are used to create or change line descriptions:

* Create Line Description (SDLC) (CRTLINSDLC)

* Create Line Description (X.25) (CRTLINX25)

* Create Line Description (Token-Ring Network) (CRTLINTRN)

* Create Line Description (Ethernet Network) (CRTLINETH)

e Create Line Description (ISDN data link control) (CRTLINIDLC)
* Change Line Description (SDLC) (CHGLINSDLC)

* Change Line Description (X.25) (CHGLINX25)

* Change Line Description (Token-Ring Network) (CHGLINTRN)

* Change Line Description (Ethernet Network) (CHGLINETH)

* Change Line Description {ISDN data link control) (CHGLINIDLC)

The following commands are used to create or change controller descriptions:

* Create Controller Description (APPC) (CRTCTLAPPC)

* Create Controller Description (SNA Host) (CRTCTLHOST)
* Change Controller Description (APPC) (CHGCTLAPPC)

» Change Controller Description (SNA Host) (CHGCTLHOST)

If you rename a controller description, you should verify that it matches the con-

troller name in the ALRCTLD parameter in the Change Network Attribute
(CHGNETA) command.
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If you are creating a controller description to use for management services ses-
sions, the controller must support control point-to-control point sessions
(CPSSN(*YES) on the create controller command).

The following commands are used to create or change device descripticns:

e Create Device Description (APPC) (CRTDEVAPPC)
* Create Device Description (SNUF) (CRTDEVSNUF)
* Change Device Description (APPC) (CHGDEVAPPC)
* Change Device Description (SNUF) (CHGDEVSNUF)

Note: You may not need to create a device description if you are using APPN.
See the APPN Guide for details on when APPN automatically creates a
device description.

Network Attributes for Alerts

You can define your AS/400 system to be a focal point using the 0S/400 network
attributes. You can also control other alert functions using the network attri-
butes.

You change the network attributes using the Change Network Attributes
(CHGNETA) command. You can display the current values of the network attri-
butes using the Display Network Attributes (DSPNETA) command.

Alert Network Attributes
The following alert functions are controlled by network attributes:

* Alert status

* Alert logging status

e Alert primary focal point

» Alert default focal point

e Alert backup focal point

* Alert focal point to request
e Alert controller description
e Alert hold count

o Alert filter

The following parameters for OS/400 alert support are supported by the Change
Network Attributes (CHGNETA) command.

ALRSTS Parameter
Specifies whether local alerts are generated by the system.

*SAME: The alert status does not change.

*ON: The system generates alerts for all alert conditions except unattended
conditions.

*UNATTEND: The system generates alerts for all alert conditions including
those that have the alert type in the alert option parameter of the message
description set to *UNATTEND.

*OFF: Alerts are not generated by the system.

See “0S/400 Alerts” on page 4-1 for more information about the alert
options and the 0S/400 message description.
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ALRLOGSTS Parameter

Specifies how alerts are logged by the AS/400 system.
*SAME: The status of alert logging does not change.
*NONE: No alerts are logged.

*LOCAL: Only locally generated alerts are logged.
*RCV: Only alerts from other systems are logged.

*ALL: Both locally generated alerts and alerts received from other systems
are logged.

ALRPRIFP Parameter

Specifies whether the system is an alert primary focal point. If the system is
defined as a primary focal point, alerts are received from all nodes explicitly
defined in the sphere of control. This parameter also allows the system to

be a backup or requested focal point.
*SAME: The status of the alert primary focal point does not change.
*NO: The system is not an alert primary focal point.

*YES: The system is defined as an alert primary focal point and it provides
focal point services to all systems in the network that are explicitly defined in
the sphere of control. If a system is defined as a focal point,
ALRLOGSTS(*ALL) or ALRLOGSTS(*RCV) should be specified to ensure that
alerts coming in from nodes in the sphere of control are logged.

ALRDFTFP Parameter

Specifies whether the system is a default alert focal point. If the system is
defined as a default alert focal point, alerts are received from all network
systems not explicitly defined in the sphere of control of some other focal
point system within the network.

*SAME: The default alert focal point does not change.
*NO: The system is not a default alert focal point.

*YES: The system is a default alert focal point and it provides focal point
services to all network systems that are not being serviced by either a
primary focal point or another default focal point. If a system is defined as a
default focal point, the NODETYPE(*NETNODE) must be specified.

ALRBCKFP Parameter

Specifies the name of the system that provides alert focal point services to
the nodes in the sphere of control if the local system is unavailable.

*SAME: The backup focal point definition does not change.
*NONE: The backup focal point is not defined.
Element 1: Network ID

*LCLNETID: The network ID of the backup focal point is the same as that of
the local system.

network-ID: Specify the network ID of the system that provides backup focal
point services for alerts.

Element 2: Control Point Name

control-point-name: Specify the control point name of the system that pro-
vides backup focal point services for alerts.
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This parameter is used on focal point systems (ALRPRIFP="YES). The
parameter is shipped with an initial value of *"NONE. The validation rules are
the same as that of the local network ID and control point name. If
*LCLNETID is specified, the current value for LCLNETID will be stored in
network attributes. Network IDs and control point names are CHAR(8) vari-
ables.

ALRRQSFP Parameter
Specifies the name of the system that is requested to provide focal point ser-
vices. If a focal point is already defined for the entry point, it will be revoked
when the new focal point is requested.

*SAME: Do not change focal point to request.
*NONE: A focal point is not requested.
Element 1: Network ID

*LCLNETID: The network ID of the requested focal point is the same as that
of the local system.

network-ID: Specify the network ID of the system that is requested to provide
focal point services for alerts.

Element 2: Control Point Name

control-point-name: Specify the control point name of the system that is
requested to provide focal point services for alerts.

This parameter is used on entry point systems. The parameter is shipped
with an initial value of *NONE. The validation rules are the same as that of
the local network ID and control point name. If *LCLNETID is specified, the
current value for LCLNETID will be stored in network attributes. Network IDs
and control point names are CHAR(8) variables.

ALRCTLD Parameter
Specifies the name of the controller through which alerts are sent on the
alert controller session. Only a host or APPC controller may be specified.
The controller must be varied on for alert processing to be operational on
the alert controller session, although it does not need to be varied on when
the CHGNETA command is used.

*SAME: The name of the alert controller does not change.

*NONE: No alert controller is described. Specifying ALRSTS{*ON) with
*NONE for the controller description means that local alerts are created, but
are not sent out on the alert controller session.

controller-description: Specify the name of the controller being used for
alerts on the alert controller session. This controller is ignored if the system
has a focal point (for example, if the system is in another system’s sphere of
control).

ALRHLDCNT Parameter
Specifies the maximum number of alerts that are created before the alerts
are sent over the alert controller session.

*SAME: The hold alert count network attribute does not change.

*NOMAX: The current alert hold count is the maximum value. All alerts are
held indefinitely until the ALRHLDCNT alert hold count value is changed to a
lower value.
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alert-hold-count: Specify the maximum number of alerts that can be created
before being sent. Alerts are held until the threshold number is reached.

ALRFTR Parameter
Specifies the alert filter that is used when alerts are processed.

*SAME: The alert filter does not change.
*NONE: No alert filter is active.
Element 1: Filter Name

name: Specify the name of the alert filter that is used when alerts are pro-
cessed.

Element 2. Library
*LIBL: The library list is used to locate the filter name.
*CURLIB: The current library for the job is used to locate the filter name.

library-name: Specify the name of the library where the alert filter is located.

Notes:

1. You should only use the ALRCTLD network attribute to send alerts to
systems that do not support management services sessions for alerts.
These systems include:

¢ System/36
e System/38

2. If an AS/400 system is a primary focal point, it is implicitly in its own sphere
of control if it does not have a higher level primary focal point of its own. A
primary focal point never sends its alerts to a default focal point.

3. See the APPN Guide for information on the node type (NODETYPE) network
attribute.

Primary Focal Point
When the ALRPRIFP parameter is changed from *NO to *YES, the system
receives alerts from nodes that are defined in this system’s sphere of control.

To specify your system as a primary focal point, type the following:
CHGNETA ALRPRIFP(*YES) ALRLOGSTS(*ALL)

This indicates you want your system to be a primary focal point, and you want
the system to log all alerts. :

The ALRPRIFP parameter can be changed from *YES to *NO even if there are
systems in the sphere of control that are currently sending alerts to your focal
point system. Focal point services will still be provided for the systems;
however, no new services will be added and retries will not be done. This is to
ensure that all systems in the network are served by a focal point at all times.

The recommended method of changing the ALRPRIFP network attribute from
*YES to *NO is as follows:
1. Define another system in the network to be a primary focal point.

2. The network operator at the new focal point should add all of the systems
named in your focal point’s sphere of control into the new focal point’s
sphere of control.
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3. The new focal point takes over as focal point for the systems defined in your
sphere of control.

4. Change the ALRPRIFP parameter from *YES to *NO.

See “The Sphere of Control” on page 3-10 for more details.

Requested Focal Point

When the ALRRQSFP parameter is changed to a network ID and a control point
name, the system requests that that control point provide focal point services.
This parameter should be used whenever the entry point is responsible for
retries. For example, your system could have a switched line to the focal point,
and you want the line connected only when you have data to send.

The system can request focal point services from any control point with which it
can communicate. However, the requested focal point must specify
ALRPRIFP(*YES) if it is an AS/400 system. You can end focal point services by
changing the ALRRQSFP parameter for that system to *NONE.

See “The Sphere of Control” on page 3-10 for more details.

Backup Focal Point

When the ALRBCKFP parameter is changed from *NONE to a network ID and a
control point name, the system specifies that that control point provide focal
point services if the primary focal point is unavailable.

Only a focal point system, ALRPRIFP(*YES), can specify a backup focal point.
However, the specified backup focal point must specify ALRPRIFP(*YES) if it is an
AS/400 system. The backup focal point does not need to specify any nodes in
the sphere of control.

See “The Sphere of Control” on page 3-10 for more details.

Default Focal Point

When the ALRDFTFP parameter is changed from *NO to *YES, the system
receives alerts from network nodes in the network that are not already sending
alerts to another focal point, or network nodes currently sending alerts to a
default focal point.

The ALRDFTFP parameter can be changed from *YES to *NO even if there are
systems in the sphere of control that are currently sending alerts to your focal
point system. Focal point services will still be provided for the systems;
however, no new services will be added and retries will not be done. This is to
ensure that all systems in the network are served by a focal point at all times.

The recommended method of changing the ALRDFTFP network attribute from
*YES to *NO is as follows:
1. Define another system in the network to be a primary focal point.

2. The network operator at the new focal point should add all of the systems
named in your focal point’s sphere of control into the new focal point’s
sphere of control.

3. The new primary focal point takes over as focal point for the systems defined
in your sphere of control.

4. Change the ALRDFTFP parameter from *YES to *NO.
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See “The Sphere of Control” for more details.

Serving Network Node for an End Node
An end node sends its alerts to the same focal point as its serving network node.
To determine the serving network node:

* The network node must be specified as a serving network node in the
network attributes of the end node.

* As many as five serving network nodes can be set up in the network attri-
butes of the end node, but the first link to a serving network node that is
activated determines the actual serving network node.

Since end nodes learn their focal point from their network node, end nodes do
not have to be in a sphere of control. If an end node is in the sphere of control
of a focal point, it sends alerts to that node instead of to the focal point learned
from the serving network node.

Note: The serving network node cannot be a System/36 network node. To send
alerts to System/36, the alert controller session must be defined (using
the ALRCTLD network attribute).

See the APPN Guide for more information.

The Sphere of Control

The sphere of control defines the set of control points that send alerts to your
system as a focal point.

When your system is defined to be a primary focal point, you must explicitly
define the control points that will be in your sphere of control. This set of control
points is defined using the Work with Sphere of Control (WRKSOC) command.
You can work with this command by doing one of the following:

¢ Type the Work with Sphere of Control (WRKSOC) command from the
command line.

¢ Choose option 6 {Communications) from the AS/400 Main Menu, option 5
(Network management) from the Communications menu, and option 4 (Work
with sphere of control (SOC)) from the Network Management menu.

When your system is defined to be a default focal point, the AS/400 system auto-
matically adds network node control points to the sphere of control using the
APPN network topology' database. When the AS/400 system detects that a
network node system with the same network ID as the local system has entered
the network, the system sends management services capabilities to the new
control point so that the control point sends alerts to your system.

A default focal point becomes a focal point only for systems that do not already
have a non-default focal point. If a system already has an active non-default
focal point, then your request to be a default focal point is rejected.

The purpose of a default focal point is to prevent the situation where a system in
the network does not have any focal point at all. You should define your focal

1 In the Systems Network Architecture concept, the schematic arrangement of the links and nodes of a network.
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point systems as primary focal points. It is recommended that if you define a
default focal point, you define only one system in the network to be a default
focal point.

You can use the Add Sphere of Control Entry (ADDSOCE) command tc add
systems to the alert sphere of control. You can use the Remove Sphere of
Control Entry (RMVSOCE) command to delete systems from the alert sphere of
control. The systems are specified by network ID and control point name.

The Display Sphere of Control Status (DSPSOCSTS) command shows the current
status of all systems in your sphere of control. This includes systems that you
have defined using the Work with Sphere of Control (WRKSOC) command (if your
system is defined as a primary focal point), and systems that the AS/400 system
has added for you (if your system is defined as a requested, backup, or default
focal point). You can work with this command by doing one of the following:

* Type the Display Sphere of Control Status (DSPSOCSTS) command from the
command line.

* Choose option 6 (Communications) from the AS/400 Main Menu, option 5
(Network management) from the Communications menu, and option 3
{Display sphere of control (SOC) status) from the Network Management
menu.

Working with the Sphere of Control

The Work with Sphere of Control {(WRKSOC) command allows you to add control
point systems to the sphere of control and to remove existing control points.

Note: Products, such as the System/38 or System/36, that do not support man-
agement services for sending alerts, should not be defined in the sphere
of control. For information on sending alerts from System/36, refer to the
alerts chapter of the System/36 C & S M User’s Guide. For information on
sending alerts from System/38, refer to the System/38 Data Communica-
tions Programmer’s Guide.

Work with Sphere of Control (SOC)
System: ROCHESTR
Position to . . . . . . .. Control Point
Network ID . . . . . . ..

Type options, press Enter.
1=Add  4=Remove

STLOUIS MINNSTA Active

Control
Opt Point Network ID Current Status
_ *NETATR_
_ CHICAGD1  APPN Remove pending
_ CHICAGDZ  APPN Revoked
_ MILWKEE APPN Active
_ MPLS MINNSTA Add pending

Bottom
F3=Exit  F4=Prompt F5=Refresh  F9=Command F10=Display SOC status
F11=Display new focal points F12=Cancel  Fl6=Repeat position to
N _J
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The following values are possible for Current Status:

Active
Your system is actively providing focal point services for the indicated

control point.

Add pending
When a control point has been added, there is a delay while focal point ser-
vices are started for that control point. Your system is currently trying to
establish a session with the control point so that it can provide focal point
services.

Inactive
Your system is not currently providing focal point services for the indicated
control point. The control point cannot communicate with your system now
because of a lost connection. If a control point with this status is removed
from your system’s sphere of control, it is not displayed.

Never active
Your system has never provided focal point services for the indicated control
point. The control point has never sent alerts to your system. If a control
point with this status is removed from your system’s sphere of control, it is
not displayed.

Rejected
The indicated control point does not require focal point services from your
system. It is likely that the control point has a different focal point. If a
control point with this status is removed from your system’s sphere of
control, it is not displayed.

Remove pending
Your system is providing focal point services, but a user has removed the
control point from the sphere of control. The control point is removed from
the sphere of control when another system starts focal point services for the
control point or the session is lost.

Revoked
The indicated control point is no longer in your system’s sphere of control.
A new focal point is now providing focal point services for the control point.
The new focal point is identified in the New Focal Point column. Press F11 to
display new focal points. If a control point with this status is removed from
your system’s sphere of control, it is not displayed.

The CL Reference manual contains more information about the WRKSOC
command.

Adding a System to the Sphere of Control
On the Work with Sphere of Control (SOC) display, you can use option 1 (Add) to
add a system to your sphere of control.

You can also use the Add Sphere of Control Entry (ADDSOCE) command to add
systems to the alert sphere of control.

To add a system to the sphere of control, type the control point hame and the
network ID of the system. For the AS/400 system, these are the local control

point name (LCLCPNAME), and the local network ID (LCLNETID) network attri-
butes of the system you wish to add to the sphere of control.
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When you add a control point to the sphere of control, and your system is
defined to be a primary focal point, the AS/400 system sends management ser-
vices capabilities to the new control point so your AS/400 system can be a focal
point for that system. This results in one of the statuses described in *Working
with the Sphere of Control” on page 3-11 being displayed.

If you use option 1 (to add a control point name), but do not enter the name, you
will see the following display. If you use option 1 and enter the name on the
Work with Sphere of Control display, the system is added.

4 N
Add Sphere of Control Entry
System:  ROCHESTR

Type choices, press Enter

Network ID . . . . . . . . *NETATR_
Control point . . . . ..

Removing Systems from the Sphere of Control
Use option 4 (Remove) from the Work with Sphere of Control display to remove a
control point from your sphere of control.

You can also use the Remove Sphere of Control Entry (RMVSOCE) command to
remove systems from the alert sphere of control.

A control point in the sphere of control should not be removed from the sphere
of control until another focal point has started focal point services to that system.
This ensures that a system always has a focal point. When a control point is
removed, it goes into a remove pending condition until an operator at another
focal point system adds the control point to its sphere of control, allowing it to
act as the focal point for the removed control point, or until the connection to
that system is lost.

The recommended method of removing a system from the sphere of control is as
follows:

1. Define another system in the network to be a primary focal point.

2. The network operator at the new focal point should add the system you want
removed from your sphere of control into the new focal point’s sphere of
control.

3. The new focal point takes over as focal point for the system that you want to
be removed.

4. Wait until the system that you want to remove has a status of Revoked.

5. The system can now be removed from your sphere of control.

Displaying the Sphere of Control Status
The Display Sphere of Control Status (DSPSOCSTS) command displays the
status of all systems that are currently in your system’s sphere of control. This
display shows systems you have defined in your sphere of control using the
WRKSOC command and also systems the AS/400 system has defined in your
sphere of control because your system is a default, requested, and backup focal
point for those systems.
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Display Sphere of Control Status
System: ROCHESTR
Position to . . . . . . .. Control Point
Network ID . . . . . . . .
Type options, press Enter.
5=Display
Control Type of
Opt Point Network ID Services Current Status
_ CHICAGO1  APPN Primary Remove pending
_ CHICAGOZ  APPN Primary Revoked
_ MILWKEE APPN Primary Active
_ MPLS MINNSTA Requested Active
_ GRNBAY1 NRTHWI Default Active
_ GRNBAY2 NRTHWI Default Active
_ GRNBAY3 NRTHWI Default Active
_ GRNBAY4 NRTHWI Default Active
_ GRNBAY5 NRTHWI Default Add pending
F3=Exit F5=Refresh F6=Print F11=Display new focal points
F12=Cancel F16=Repeat position to
N )

If the system is currently defined as a focal point (either primary or default), the
following values are possible for Current Status:

Active
Your system is actively providing focal point services for the indicated

control point.

Add pending
When a control point has been added, there is a delay while focal point ser-
vices are started for that control point. Your system is currently trying to
establish a session with the control point so that it can provide focal point
services.

Inactive
Your system is not currently providing focal point services for the indicated
control point. The control point cannot communicate with your system now
because of a lost connection.

Never active
Your system has never provided focal point services for the indicated control
point. The control point has never sent alerts to your system.

Rejected
The indicated control point does not require focal point services from your
system. It is likely that the control point has a different focal point.

Remove pending
Your system is providing focal point services, but a user has removed the
control point from the sphere of control. The control point is removed from
the sphere of control when another system starts focal point services for the
control point or the session is lost.

Revoked
The indicated control point is no longer in your system’s sphere of control.
A new focal point is now providing focal point services for the control point.
The new focal point is identified in the New Focal Point column. Press F11 to
display new focal points.
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The CL Reference manual contains more information about the DSPSOCSTS
command.

Additional Considerations
The following topics are discussed:

* Nested focal points

* Looping considerations

e Held alerts

* Switched line considerations

* Management services sessions

* Alert controller session

¢ Alert support through an SNA subarea network
* Interconnected network considerations

* Performance considerations

Nested Focal Points

A nested focal point is a focal point that is defined in the sphere of control of
another focal point. A nested focal point forwards all received alerts to its focal
point. By nesting focal points, alerts can be concentrated into one system in
part of an APPN network and then forwarded.

There are advantages and disadvantages to nesting focal points.
¢ Advantages

— A focal point can be configured so that alerts are routed through fewer

APPN network nodes between that focal point and the systems in its
sphere of control.

— There are fewer management services sessions at any given system.
This distributes focal point processing, such as session establishment
and retries among more systems.

* Disadvantages

— The management for the sphere of control is performed at more than one
system.

Looping Considerations

When configuring a network for sending alerts, it is possible to create a looping
condition. Figure 3-2 on page 3-16 shows a network where alerts will loop.

SYSA is in the sphere of control of SYSB, SYSB is in the sphere of control of
8YSC, and SYSC is in the sphere of control of SYSA. SYSA sends alerts to
SYSB, SYSB sends alerts to SYSC, and SYSC sends alerts to SYSA. An alert
created at SYSA would be sent through SYSB and SYSC, and would eventually
be sent back to SYSA. This alert would be forwarded continuously through these
three systems.

The OS/400 alert support provides a way to prevent a looping condition. When a
loop is detected, a focal point is revoked to dissolve the loop. The last focal
point established, which resulted in the loop, is revoked. For migration concerns
about looping conditions, refer to Appendix |, “Migration Concerns.”
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Sphere of Control
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Figure 3-2. Looping Condition Created When Sending Alert

Held Alerts

Held alerts are alerts that could not be sent because of network conditions or the
ALRHLDCNT network attribute and are being logged until they can be sent later.
Alerts are held only when one of the following is true:

e A focal point has added this system to its sphere of control (a message is
sent to this system’s QSYSOPR message queue) and contact is established
and lost with that focal point since the last initial program load (IPL).

e The NODETYPE network attribute is set to *‘ENDNODE and contact is estab-
lished and lost with the serving network node since the last IPL.

e The ALRCTLD network attribute is not set to *"NONE and contact is estab-
lished and lost with this controller since the last IPL.

* The ALRHLDCNT network attribute is set to a value that is greater than 0 and
the number of alerts processed is set to a value that is less than the alert
hold count. The ALRHLDCNT only applies if the alerts are being sent using
an alert controller session.

A message is sent to the QSYSOPR message queue when the system starts to
hold alerts. Another message is sent when contact is established again and
alerts can be sent. For migration concerns about held alerts, refer to
Appendix |, “Migration Concerns.”

You can use the Work with Alerts (WRKALR) command and specify *HELD for the
display option parameter to see the alerts that are currently held:

WRKALR DSPOPT (*HELD)

After the held alerts are sent, they are no longer shown when you specify *HELD
for the display option parameter. Alerts that are held are logged even if the
ALRLOGSTS network attribute would otherwise prevent them from being logged.
See “Logging Held Alerts” on page 4-19 for more for information about logging
held alerts.

When the held alert is sent, it remains logged only if the ALRLOGSTS network
attribute indicates it should.

There is also a Held alert flag on the Alert Detail display. This flag is Yes if the
alert has ever been held. This flag remains Yes even after the held alert has
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been sent. You can compare the Problem date/time with the Logged date/time on
the Alert Detail display to estimate how long the alert was held.

See “Working with Logged Alerts” on page 4-21 for more information about the
Alert Detail displays.

Switched Line Considerations

How the AS/400 system handles switched lines for alerts depends on the type of
session used (management services session or alert controller session).

Management Services Session

Alert support on a switched line is dependent on the way APPN uses switched
lines. A switched line is not activated for the sole purpose of sending an alert.

Alerts flow between an end node and its serving network node on the CPSVCMG
reserved mode session. If this session is active on a switched line, the switched
line does not automatically disconnect. If this session is not active, alerts cannot
be sent.

Alerts flow between a network node and its focal point on the SNASVCMG
reserved mode session. The SNASVCMG session normally passes through
transmission groups (TGs), groups of links between directly attached nodes
appearing as a single logical link for routing messages, that are control point
session capable (CPSSN(*YES) on the controller description). If there is no path
that passes through only control point session capable TGs, then alerts cannot
be sent to the focal point. A switched transmission group between two network
nodes that is control point session capable does not automatically disconnect.

The APPN Guide contains more information about transmission groups.

Management Services Session Retries

If the management services session between a node and its focal point goes
down, the focal point changes the status of that node to Inactive. Whenever the
status of a transmission group (TG) changes in the APPN network, the focal point
tries to establish sessions again with all network nodes in the sphere of control
that have a status of Inactive.

Note: Many retries may occur if your system is a default focal point or as a
primary focal point with many systems in the sphere of control.

If the system is a primary focal point, you may force a retry for systems in the
sphere of control by removing the system from the sphere of control and then
adding it back. You can do this using the Work with Sphere of Control
(WRKSOC) command or with the Remove Sphere of Control Entry (RMVSOCE)
and the Add Sphere of Control Entry (ADDSOCE) commands.

If the system is a default focal point, you cannot force a retry.

Focal points automatically attempt to retry primary and default focal point ser-
vices. However, this does not include primary focal point services for end nodes
and nodes in an Interconnect network. End points automatically retry requested
focal point services. Nodes as end points in an Interconnect network retry
primary focal point services.
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Note: The CPSVCMG reserved mode session is used by APPN to notify other
systems of changes in status. If no CPSVCMG reserved mode session is
present, no retries can be done.

Alert Controller Session
When using the alert controller session (ALRCTLD network attribute) over a
switched line, the OS/400 alert support will establish the switched connection
and send alerts when the alert hold count (ALRHLDCNT) network attribute value
is exceeded. The controller description must have been varied on for the con-
nection to be established. Also, there must be an APPC device for the controller
description that has been varied on. The alert support will attempt to establish
the switched connection using the first APPC device found for the controller
description that is varied on.

The APPC device is not used to establish an APPC conversation. It is only
needed to establish the switched connection. You do not need to configure an
APPC device at the remote system. Once the connection is established, the
alert support will send all of the held alerts. It is important to note that the alert
controller session does not use an APPC session, and will not automatically drop
the switched connection when all of the alerts have been sent. The only control
over dropping the switched connection is through use of the switched disconnect
(SWTDSC) and disconnect timer (DSCTMR) values in the ALRCTLD controller
description.

The Switched Disconnect (SWTDSC) value should be *YES. Once the connection
is made, the link will remain active for the number of seconds specified by the
disconnect timer (DSCTMR) value. The DSCTMR value should be large enough
to allow alert support to send all of the held alerts. There is a relationship
between the alert hold count network attribute and the disconnect timer value. If
the alert hold count value is large, the disconnect timer value should also be
large. The disconnect timer value should not be 0 or the connection will never
drop, unless another application is using the connection and unbinds a session.
Alert support does not bind or unbind a session when the alert controller session
is used for sending alerts.

After the switched connection has been active for the number of seconds speci-
fied by the disconnect timer value, the connection is dropped, even if all of the
alerts have not been sent. The remaining alerts and all new alerts are held until
the alert hold count value is again exceeded. The actual time required to send
one alert depends on several factors such as system load, and modem and link
characteristics. You may want to experiment with disconnect timer values to get
the smallest value possible while still sending the held alerts.

Alerts are sent without regard to the ALRHLDCNT attribute if the switched line is
active for some other reason. If the switched line is not active, alerts are held
until the specified alert hold count is reached or until the switched line con-
nection is made by another application. If the control of the switched line by the
ALRCTLD controller description does not meet your needs, you may want to con-
sider writing your own application to control the switched line connection and
disconnection. Other applications could be:

¢ Display station pass-through
¢ Distributed data management (DDM)
* SNA distribution services (SNADS) timed distributions
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For example, starting display station pass-through over a switched line will
cause the switched connection to be made, and held alerts will be sent. You
should set the alert hold count network attribute to *NOMAX in this case, so the
alert support will not establish the switched connection.

Alert Support through an SNA Subarea Network

Figure 3-3 shows an advanced peer-to-peer networking (APPN) network inter-
acting with a subarea network where the host support includes:

* Virtual Telecommunications Access Method (VTAM*) Version 3, Release 2
program

Note: If releases of the VTAM program before Version 3, Release 2 are
used, the AS/400 system is configured as a dependent logical unit and
the sphere of control support does not function correctly.

* Advanced Communications Facility/Network Control Program (ACF/NCP)
Version 4, Release 3

Subarea
Network

VTAM/NCP
NNA V3R2

Primary Focal Point
Sphere of Control
NNB Includes NNA

Figure \ 3-3. APPN Subarea Network

The alerts SNASVCMG reserved mode session is supported through the SNA
subarea network for this configuration.

There is no CPSVCMG reserved mode session between network node A (NNA)
and network node B (NNB). Therefore, for NNB to find NNA in its sphere of
control, NNB must define a remote location list entry showing that NNA can be
accessed through VTAM/NCP. Also, NNA must define a remote location list
entry for NNB.

NNB must be defined as the primary focal point for NNA.

Since there is no CPSVCMG reserved mode session between NNA and NNB,
retries are performed by the entry point, NNA. NNA must be added to the
sphere of control when connection is possible. Once active, NNA performs the
retry.

Note: The alert controller session is not supported across the subarea
(ALRCTLD parameter of the CHGNETA command).
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Interconnected Network Considerations
If you are using APPN, it is possible to connect networks that have different

network IDs.
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{ 3 { 3
1 I I 1
i Focal Point oo |
i i | i
i | | i
! Node A ! ! Node E !
: ; : Focal Point :
i b |
i Node B 7 { Node D |
| i | |
] I ] ]
] ] i H
] 1 1 I
| | Nodec P !
| i i Node F |
e . |
\ Network 1 Ji \ Network 2 J
RV2P901-1

Figure 3-4. Interconnected Network

Nodes with network IDs that are different from the local node will not have retry
performed by the focal point when placed in the sphere of control. Retries are
performed by entry point systems. If you have a configuration similar to

Figure 3-4 where the nodes have different network IDs, it is recommended that
you nest focal points. For example, in Figure 3-4, it is recommended that
NET2.D be nested with NET2.E and NET2.F in the sphere of control. In this
example, NET1.A is a focal point, with NET1.B, NET1.C, and NET2.D in the sphere
of control.

Performance Considerations
Alert throughput on the alert controller session decreases if high priority data is
sent on the same link.

If many alerts are sent on a system or received from other systems, there may
be a delay in the logging of the alerts.

A primary focal point with a large sphere of control may require significant pro-
cessing to try to establish sessions again. This is especially true if there is
much link activation/deactivation occurring in the network. By using nested focal
points, the size of any particular sphere of control can be reduced.

Each network should have only one default focal point. A default focal point
serves as a focal point for systems in the network that do not already have a
primary focal point. Having more than one default focal point in the network
does not provide any additional benefit.
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Chapter 4. Using 0S/400 Alert Support

This chapter describes how to use 0S/400 alert support for working with
message descriptions, alert tables, and alert descriptions.

0S/400 Alerts

The AS/400 system creates an alert when an alertable message is sent to the
local system operator. An alertable message is any message with the alert
option field, located in the message description, set to a value other than *NO.
You can change this value using the Change Message Description (CHGMSGD)
command. In this way, you can select the messages for which you want alerts
sent to a network operator at a focal point. IBM-supplied OS/400 messages are
shipped with the system in the QCPFMSG message file.

A subset of 0S/400 messages are defined as alertable. Most OS/400 messages
are not alertable. For a list of which QCPFMSG messages are alertable, see
Appendix B, “IBM-Supplied Alertable Messages.”

Besides changing the alert option field for IBM-supplied messages, you can:

* Create your own messages.

* Define your own messages as alertable.

* Create your own alerts using the QALGENA APl. Refer to the System
Programmer’s Interface Reference manual for information about the
QALGENA API.

For more information on defining your own messages, see the CL Programmer’s
Guide. To define alerts for your messages by creating alert tables and alert
descriptions, see Appendix A, “Sample Procedures for OS/400 Alerts.”

The following application program interfaces (APIs) allow alerts to be created,
sent, and retrieved:

* Generate Alert (QALGENA) API creates an alert for a message ID and
returns it to the calling program.

* Send Alert (QALSNDA) API sends a Systems Network Architecture (SNA)
generic alert to the OS/400 alert manager for processing.

* Retrieve Alert (QALRTVA) API retrieves an alert from the alert database for
processing by the application.

Refer to the System Programmer’s Interface Reference manual for more informa-
tion about alert APIs.

There are several factors to consider when deciding whether a message should
be alertable. You should consider the following questions when demdmg
whether an alert should be sent for a particular error:

* Do you want the system to send any alerts?

* Is the system running attended or unattended?

* |s local problem analysis available for the problem?

» Does problem analysis provide a local resolution to the problem?

* Do you want to send an alert to report the outcome of problem analysis?
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Working with 0S/400 Message Descriptions
The Add Message Description (ADDMSGD) command or the Change Message
Description (CHGMSGD) command is used to specify whether a message will
cause an alert to be created. All OS/400 messages contain an alert option. The
system is shipped with the alert options in all system messages set to a specific
default that you can change. You can also specify the alert option on messages
that you create.

Alert Option

The alert option (ALROPT) parameter in the message description is made up of
two parts, the alert type and the resource name variable. These two parts are
separated by a blank when the parameter is specified in the Change Message
Description (CHGMSGD) command.

Alert Type: The alert type is the value in the message description that deter-
mines if the message is alertable or not. The following values can be specified
for the alert type:

*IMMED
This value causes an alert to be created immediately, at the same time that
the message is sent to the local system operator.

Most messages defined as *IMMED are caused by a program failure.

*DEFER
This value causes an alert to be created after local problem analysis.
*DEFER is specified only for messages that are qualified for problem anal-
ysis. This is determined by the log problem (LOGPRB) parameter in the
message description.

Messages that are qualified for problem analysis are caused by equipment
failures such as:

¢ Tape or diskette
e Display stations

* Printers

¢ Lines or modems

If you specify this value for a message for which problem analysis is not
available, this value is treated as if you had specified *IMMED. When the
system is operating in unattended mode, all alerts set to *DEFER are treated
as "IMMED.

*UNATTEND
This value causes an alert to be created at the time that the message is sent
to the local system operator message queue, but only when the system is
unattended. The system is unattended when the alert status (ALRSTS)
network attribute is set to *UNATTEND.

For all operator intervention messages, the normal setting of the alert type is
*UNATTEND. This includes but is not limited to the following:

* Device door or cover open

* Printer out of paper or paper jammed
* Tape or diskette required

* Power for local device turned off
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*NO
This value specifies that no alert is to be created for the message.

Note: The alert type in the message description is not related to the alert type
on the Work with Alerts displays. See “Working with Logged Alerts” on
page 4-21 for information about working with alerts.

Resource Name Variable: The resource name variable identifies the name of
the failing resource in the message. The failing resource is the lowest level
{most remote) resource that is common to all resources whose actual or
impending loss is the cause of the alert. It is identified as the last entry dis-
played in the resource hierarchy in the Display Alert Detail and Display Recom-
mended Action displays of the Work with Alerts (WRKALR) command. The
resource hierarchy identifies the names of all the resources that provide a con-
nection to the failing resource, plus the name of the failing resource itself.

The resource name variable is a number from 1 to 99 that is the number of the
substitution variable in the message data containing the name of the failing
resource. The name of the resource is placed in the substitution variable by the
system when the message is sent to the QSYSOPR message queue.

There are certain values for the resource name variable that are defined by the
system to identify specific resource types that the system knows. These
reserved values are identified in Table 4-1 on page 4-4, along with the resource
types that can be associated with each particular reserved value.

An example of a message that uses a resource name variable of 23 is:

Line &23 failed. Recovery stopped.

In this example, the name of the resource passed in the message data for sub-
stitution is the name of a line description defined on the system. This name is
sent in the alert as the name of the failing resource. The resource type dis-
played with the name is link (LNK).

Substitution Variables: The resource types that can be associated with each
substitution variable shown in Table 4-1 on page 4-4 are defined as follows:

Line description
This is the name of a line description created by a create line
description command. See the OS/400* Communications Configura-
tion Reference manual for the create line description commands.

Controller description
This is the name of a controller description created by a create con-
troller description command. See the 0S/400* Communications Con-
figuration Reference manual for the create controller description
commands.

Device description
This is the name of a device description created by a create device
description command. See the 0S/400* Communications Configura-
tion Reference manual for the create device description commands.

First level resource
This is the name of the physical resource (usually an input/output
processor) that is associated with the failing resource and closest to
the system processor.
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Second level resource
This is the name of the physical resource that is associated with the
failing resource and second closest to the system processor. The
type of resource named by this variable depends on the type of sub-
system as shown in Table 4-1.

Third level resource
This is the name of the physical resource that is associated with the
failing resource and third closest to the system processor. The type
of resource named by this variable depends on the type of subsystem
as shown in Table 4-1.

Fourth level resource
This is the name of the physical resource that is associated with the
failing resource and is the fourth closest to the system processor.
The type of resource named by this variable depends on the type of
subsystem as shown in Table 4-1.

Network interface description
This is the name of a network interface description created by the
Create Network Interface Description (CRTNWIISDN) command. Refer
to the ISDN Guide for more information. This description is used for
ISDN only.

Table 4-1. Resource Name Variables Defined by the System

Resource Type

Communications Resource Type Resource Type Work
Variable Description Subsystem Storage Subsystem Station Subsystem
23 Line description LNK, BCH N/A N/A
24 Controller description CTL N/A CTL, LC
25 Device description N/A TAP, DKT DSP, PRT
26 First level resource LC LC LC
27 Second level resource ADP ADP DSP, PRT
28 Third level resource POR DSK, DKT, TAP N/A
29 Fourth level resource BCH N/A N/A
30 Network interface description DCH N/A N/A

Note: See Table 4-5 on page 4-23 for a list of the resource type abbreviations.

Alert Hierarchy: Only one number is defined for the resource name variable,
but if this number is known by the system, a complete hierarchy, which includes
an entry for each resource in the hierarchy, is built by the system, starting from
the name of the failing resource up through the name of the system itself. For
example, if the resource name variable is defined in the message description as
28, and the failing resource is a communications port, the resource hierarchy
provided by the system has the following entries:

System name
This is the name of the system that detected the problem. The
resource type is control point (CP).

Note: The name that the AS/400 system uses for the system name is
the local control point name (LCLCPNAME) network attribute.
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Alerts and Local

Input/output processor
This is the name of the I/O processor on which the failing port is
located. The resource type is local controller (LC).

input/output adapter
This is the name of the adapter card on which the failing port is
located. The resource type is adapter (ADP).

Port
This is the resource name for the failing port. The resource type is
port (POR).

If a resource name variable is outside the range of values defined by the system,
the name specified as the substitution data for the identified variable is sent in
the alert as the failing resource, and is identified with a resource type of
unknown (UNK) when the resource hierarchy is displayed. For example, if the
message text for the alertable message is:

Error detected for tape &1.

and the name of the resource passed in the message data for substitution vari-
able 1 is TAPE1, the name of the failing resource in the alert is TAPE1 and the
resource type is UNK.

If there is no value specified for the resource name variable, or if the value is 0,
the system local control point name is sent in the alert as the name of the failing
resource.

Changing the Alert Options

The following example shows changing the alert options for message CPA5339
so that an alert is always created by the system when this message is sent to
the local system operator.

CHGMSGD  MSGID(CPA5339) MSGF (QSYS/QCPFMSG) ALROPT (*IMMED 1)

The name specified for substitution variable &1 will be used as the failing
resource.

The CL Reference manual contains additional information about the Change
Message Description (CHGMSGD) command.

Problem Analysis

Problems detected by the system are reported locally by messages sent to the
QSYSOPR message queue. Some of these messages have problem analysis
procedures associated with them that can be run locally by the system operator.
Messages that have problem analysis procedures shipped with the system have
the log problem (LOGPRB) parameter in the message description set to *YES.
These messages can be identified when they are displayed at the QSYSOPR
message queue by the asterisk (*) preceding them. When you see a message
preceded by an asterisk, you can do local problem analysis by pressing F14 (Run
problem analysis) with the cursor positioned on the message. You can also run
the problem analysis routines using the Work with Problems (WRKPRB)
command.

In a network, you can report problems by sending alerts to a focal point. The
network operator at the focal point is responsible for handling the reported prob-
lems. This focal point system may not be at the same location as the system
that originally detected and reported the problem.
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You can set up your network so that you can do the appropriate problem anal-
ysis either at the reporting location or at a central site that is the problem man-
agement focal point. The problem management focal point is the management
services responsible for the problem analysis and diagnosis for a sphere of
control. At times, you may want problem analysis done at the failing location but
the service call or repair action controlled by a central site. In other cases,
because of the type of problem or the ability to handle the problem at a partic-
ular location, you may want both the problem analysis and the repair action con-
trolled by a single location.

By appropriately setting the alert status (ALRSTS) network attribute for the
system and the alert option (ALROPT) parameter of the message description for
the message that reports the problem, you can tailor your network to use alerts
in any of the following ways:

* Handle the problem at the system with the problem.

* Analyze the problem at the system with the problem but start recovery pro-
cedures at the focal point system.

* Handle the problem at the focal point system.

* Handle the problem at the focal point system only when the system with the
problem is unattended.

* Handle problems differently depending on the type of problem.

Table 4-2 shows the relationship between the alert option (ALROPT) parameter
in the message description and the alert status (ALRSTS) network attribute. In
this figure, the messages defined as *DEFER have the log problem (LOGPRB)
parameter in the message description set to *YES; setting the LOGPRB param-
eter to *NO in a message causes all alerts for that message to be treated as
*IMMED.

Table 4-2. Relationship between Alert Status Network Attribute and Alert Option Parameter

Network Attribute

ALROPT Parameter in Message Description

ALRSTS(*ON)

ALRSTS(*UNATTEND)
ALRSTS(*OFF)

*IMMED *DEFER *UNATTEND *NO

Alert Alert after local problem No alert No alert
analysis

Alert Alert Alert No alert

No alert No alert No alert No alert

In this figure, Alert means an alert is created immediately, No alert means that
no alert is created, and Alert after local problem analysis means that an alert is
created after problem analysis is attempted for the problem.

When there are local problem analysis routines available for a problem that has
been reported to a remote problem management focal point with an alert, you
can run problem analysis remotely using host command facility (HCF) or display
station pass-through. You can use the Problem date/time on the Display Alert
Detail display to locate the problem in the problem log at the reporting site with
the same date and time. You can use the Work with Problems (WRKPRB)
command to find problems in the problem log. You can also use SystemView”
SystemManager/400, an optional licensed program, to work with the problem
log.
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See “Working with Logged Alerts” on page 4-21 for more information about the
Display Alert Detail displays.

When you work with problems, you can tell if an alert has been sent or will be
sent by looking at the Problem Detail display for the problem you are working
with. A problem that is alertable is displayed with Alertable condition set to Yes.
If Alert pending is Yes, an alert is sent automatically after problem analysis has
been run, unless it is determined that the problem no longer exists. If Alertable
condition is Yes, and Alert pending is No, an alert has already been sent because
the problem analysis routines have already been run.

If an alert has been sent by the system after problem analysis, you may choose
to send another alert before exiting problem analysis by pressing F9 (Send
alert). You may want to do this if you have obtained different results by running
the problem analysis routines the second time.

Use the Analyze Problem (ANZPRB) command for problems that you detect, but
that the system has not reported. From the following displays, you can prepare
service requests, send an alert, or both.

Refer to online information for more details on working with problems and local
problem analysis.

Alert Messages for General Use
Message CPI9806 is a predefined alertable message in the QCPFMSG message
file. This message is sent using the Send Program Message (SNDPGMMSG)
command. Message CPI9806 is an operator-generated alert in the QCPFMSG
alert table.

Message CPIS806 contains two substitution variables. The first 8 bytes contain
the user-defined name that identifies the alert when the alert is generated. This
name can be the name for your system. In the following example, ROCHESTR is
used as the user-defined name. The second variable is the message text, which
can be up to 100 characters. Use the message text to describe the condition that
the alert is reporting.

The following is an example of the command used to send CPIS806 with an
operator-defined message text:

SNDPGMMSG  MSGID(CPI9806) MSGF(QCPFMSG) MSGDTA('ROCHESTR We are +
experiencing performance problems in Rochester') TOMSGQ(QSYSOPR)

The Send Program Message (SNDPGMMSG) command can be used only from a
CL program. The following is an example of a batch job to create a CL program
and a command called SNDALR. The SNDALR command, when issued by the
operator, is processed by the SNDALR program (which issues the SNDPGMMSG
command).

To submit the job, use the Submit Database Job (SBMDBJOB) command.
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//BCHJOB CRTSNDALR L0G(4 00 *SECLVL)

CRTCLPGM QGPL/SNDALR SRCFILE(FILE0O1)
//DATA FILE(FILE0OO1) FILETYPE(*SRC)

PGM (&RESOURCE MSGTEXT)
DCL 8RESOURCE *CHAR 8
DCL 8MSGTEXT *CHAR 100
DCL 8MSGDATA *CHAR 108
CHGVAR &MSGDATA (8RESOURCE || &MSGTEXT)
SNDPGMMSG MSGID(CPI9806) MSGF (QCPFMSG) MSGDTA(SMSGDATA) +

TOMSGQ (QSYSOPR)
ENDPGM

/!

CRTCMD QGPL/SNDALR PGM(QGPL/SNDALR) SRCFILE(FILEGGO2) +
TEXT('Send Operator Generated Alert')
//DATA FILE(FILE0GOO2) FILETYPE(*SRC)
CMD PROMPT('Send Operator Generated Alert')
PARM KWD(RESOURCE) EXPR(*YES) MIN(1) MAX(1) +
TYPE(*CHAR) LEN(8) PROMPT('Resource name')
PARM KWD(TEXT) EXPR(*YES) MIN(1) MAX(1) +
TYPE(*CHAR) LEN(100) PROMPT('Alert message text')

//
//ENDBCHJOB

Message CPI9805 (in the QCPFMSG message file) is also reserved for your use.
CPI9805 is a user application alert in the QCPFMSG alert table. CPI9805 has the
same message format as CPI9806.

Message CPI9804 (in the QCPFMSG message file) is reserved for use by IBM
applications. CPI9804 is an IBM application alert in the QCPFMSG alert table.
CPI9804 has the same format as CPI9806.

The alert option parameter for these messages is:

ALROPT (*IMMED 1)

Operator-Generated Alerts
Operator-generated alerts can be sent to report problems that you detect, but
that the system has not reported. They can also be used to report additional
information about a problem detected by the system.

Operator-generated alerts are created by using the Analyze Problem (ANZPRB)
command or by selecting option 2 (Work with problems) on the Problem Han-
dling menu, and then pressing F14 (Analyze new problem) on the Work with
Problems display.

You can analyze the problem and place a call for service in addition to sending
an alert for the problem.
If you just want to send an operator-generated alert, do the following:

1. Enter the ANZPRB command.

2. From the Analyze a Problem display, select the option that is most appro-
priate.
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3. The system shows a number of displays for you to define the problem.
Select the option for each display that is most appropriate for your problem.

4. After you enter the options to define the problem, a Report Problem display
is shown.

5. Select option 1 (Send alert) to send an alert. Another display allows you to
enter the message that you want to send-in the alert.

6. If you are sending an alert to provide more information about a problem that
the system detected, include the date, time, and the message code (if avail-
able) that are shown in the problem record for the problem. See “Alerts and
Local Problem Analysis” on page 4-5 for information on how to find this
information.

7. After you have entered your message, press the Enter key.

8. The alert is created and you are returned to the display that was shown
before the ANZPRB command was entered.

Application-Generated Alerts

Application created alerts can be created either by:

e Sending an alertable application message to the QSYSOPR message queue
or to the QHST log. Refer to Appendix A, “Sample Procedures for 0S/400
Alerts” for more information.

e Or using the alert APIs (QALGENA and QALSNDA) to allow your application
to create alerts and notify the OS/400 alert manager of previously created
alerts that need to be handled. Refer to the System Programmer’s Interface
Reference manual for information about the alert APIs.

Creating an Alert Table

To create your own OS/400 alerts, you must first create an alert table for the
alert descriptions. Use the Create Alert Table (CRTALRTBL) command to create
the alert table. You then use the Add Alert Description (ADDALRD) command to
describe your alerts and place them in the alert table, as described in “Adding
Alert Descriptions to an Alert Table” on page 4-11.

The following parameters are supported by the Create Alert Table (CRTALRTBL)
command:

ALRTBL Parameter
Specifies the name of the alert table that is created. An alert table has a
one-to-one correspondence with a message file. To define an alert for a par-
ticular message, the name of the alert table must be the same as the name
of the message file.

The alert table and message file do not have to be in the same library.
However, the alert table library must be in the library list of the job that
causes the alert to be created.

*CURLIB: The current library is used to locate the alert table. If no library is
specified as the current library for the job, the QGPL library is used.

library-name: Specify the library where the alert table is to be created.

alert-table-name: Specify the name of the alert table that is created.
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AUT Parameter
Specifies the authority granted to users who do not have specific authority to
the object, are not on the authorization list, or whose group has no specific
authority to the object.

*LIBCRTAUT: The public authority for the object is taken from the CRTAUT
keyword of the target library. The CRTAUT value is determined when the
object is created. If the CRTAUT value for the library changes after the
object is created, the new value does not affect any existing objects.

*CHANGE: The user performs all operations on the object except those
limited to the owner or controlled by object existence authority and object
management authority. The user can change the object and perform basic
functions on the object. Change authority provides object operational
authority and all data authorities.

*ALL: The user performs all operations on the object except those limited to
the owner or controlled by authorization list management authority. The
user can control the object’s existence, specify the security for the object,
change the object, and perform basic functions on the object. If the object is
an authorization list, the user cannot add, change, or remove users.

*USE: The user performs basic operations on the object, such as running a
program or reading a file. The user is prevented from changing the object.
Use authority provides object operational and read authority.

*EXCLUDE: The user is prevented from retrieving the object.

authorization-list-name: Specify the authority of the named authorization list.

LICPGM Parameter
Specifies the licensed program for which this alert table is used. The
program, if specified, is included for the alert.

57388S1: The licensed program for the 0S/400 system is used.

*NONE: There is no licensed program for this alert table. This value is
allowed for products that do not have a licensed program.

licensed program: Specify a 7-character ID for the program.

The program does not have to be an IBM licensed program. Any 7-character
ID that is significant for the network operator viewing the alerts can be speci-
fied. If the value specified is defined to the system, then the ID, release, and
level information are included in the alert. If the value specified is not
known, then the release and level information are not included in the alert
and only the ID and the program text in the LICPGMTXT parameter are
included.

LICPGMTXT Parameter
Specifies text for the alert table licensed program (for example, the OS/400
program). The text is included in the alert.

*NONE: There is no text.

licensed program text: Specify up to 30 characters of text describing the
program.

TEXT Parameter
User-entered text that explains the alert table and its descriptions.

*BLANK: No text is specified.

description: Specify up to 50 characters of text, enclosed in apostrophes.
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Additional Alert Table Commands

The following commands are also available for alert tables:

» Delete Alert Table (DLTALRTBL)
* Change Alert Table (CHGALRTBL)
e Work with Alert Tables (WRKALRTBL)

Adding Alert Descriptions to an Alert Table

The alert table contains alert descriptions. Alert descriptions define the code
points to use in an alert for a particular message. For more information on code
points, see “SNA Generic Alerts” on page 4-34.

There is a one-to-one correspondence between a message description, which
defines an error, and an alert description, which defines a network problem
notification. An alert description for a message being added to an alert table
must have the same name as the message file for that message. For example,
for message USR1234 in message file USRMSGS, alert description USR1234
must be added to an alert table named USRMSGS.

The alert table and message file do not have to be in the same library.
However, the alert table library must be in the library list of the job that causes
the alert to be created.

To add alert descriptions to an alert table, use the Add Alert Description
(ADDALRD) command.

The following parameters are supported by the ADDALRD command:

MSGID Parameter
Specifies the message ID to which this alert description corresponds.

ALRTBL Parameter
Specifies the alert table in which this alert description is created. The name
should be the same as the message file in which the specified message was
created.

*LIBL: The library specified in the library list.
*CURLIB: The current library.

library name: Specify a library name.

ALRTYPE Parameter
Specifies the code point for the type of alert. The code point is 2
hexadecimal digits.

*NONE: No code point is specified.

alert type code point: Specify the code point for the severity of the problem.

ALRD Parameter
Specifies the code point for the description of the alert. The code point is 4
hexadecimal digits.

*NONE: No code point is specified.

alert description code point: Specify the code point that describes the alert
condition.
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PBLCAUSE Parameter
Specifies the code point for the most likely causes of the condition described.

*NONE: No code point is specified.

probable cause code point: Specify up to 99 code points for probable causes.
The code points are listed in order of decreasing probability. Each code
point is 4 hexadecimal digits.

CAUSE Parameter
Specifies the causes for the alert description. A cause consists of the fol-

lowing:
e Cause type

*USER
These code points describe the conditions caused by a user and
defined as conditions that can be resolved by the operator without

contacting any service organization.

*INSTALL
These code points describe conditions resulting from the initial
installation or setup of equipment.

*FAILURE
These code points describe conditions caused by the failure of a
resource.

Note: You can specify *NONE if there are no causes. The *NONE cause
keyword must be associated with the *"UNKNOWN action keyword.

» Cause code point (4 hexadecimal characters)

* Detailed data (up to 3 qualifiers for detailed data)

Detailed data ID code point
The code point specifying the data (2 hexadecimal digits).

Detailed data
Up to 40 characters of detailed data. The default is *"NODATA. A
substitution variable (for example, &1) from the corresponding
message description can be specified. The message data is substi-
tuted into the alert when the alert is created.

For a code point that requires detailed data, see “Detailed Data for
Causes and Actions” on page 4-13.

¢ Product identifier

For a code point that requires a product identifier, see “Product Identi-
fiers for Causes and Actions” on page 4-14.

Note: The cause parameter specifies either detailed data or a product iden-
tifier.

ACTION Parameter
Specifies the actions for the alert description. An action consists of the fol-
lowing:

¢ Action type
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*USER
These code points describe the actions recommended to correct the
conditions caused by a user.

*INSTALL
These code points describe the actions recommended to correct con-
ditions resulting from the initial installation or setup of equipment.

*FAILURE
These code points describe the actions recommended to correct con-
ditions caused by the failure of a resource.

*UNKNOWN
The code point that follows is for a recommended action when the
cause of the error is undetermined. This keyword can only be speci-
fied if CAUSE is *NONE.

Note: You can specify *NONE if there are no actions.
Action code point (4 hexadecimal characters)

Detailed data (up to 3 qualifiers for detailed data)

Detailed data ID code point
The code point specifying the data (2 hexadecimal digits).

Detailed data
Up to 40 characters of detailed data. The default is *NODATA. A
substitution variable (for example, &1) from the corresponding
message description can be specified. The message data is substi-
iuted into the alert when the alert is created.

For a code point that requires detailed data, see “Detailed Data for

Causes and Actions.”

Product identifier

For a code point that requires a product identifier, see “Product Identi-
fiers for Causes and Actions” on page 4-14.

Note: The action parameter specifies either detailed data or a product iden-

tifier.

Detailed Data for Causes and Actions
Each user, install, or failure cause code point and each recommended action
code point can have up to three detailed data qualifiers with the code point text.
Detailed data qualifiers are substituted into the code point text. The number of
detailed data qualifiers needed for a particular code point is determined by the
third digit of the code point, as summarized below:

Third Digit Number of Detailed Data Qualifiers
X'xx0x' —X"'xx9x "' No detailed qualifiers

X'xxAx"' —X'xxBx"' One detailed data qualifier
X'xxCx' Two detailed data qualifiers
X'xxDx' Three detailed data qualifiers
X'xxEx' One product identifier qualifier
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If “"NODATA is specified for the detailed data for a code point, then the code
point is not included in the alert.

If the data is not known when the alert description is defined, message substi-
tution variables can be specified as detailed data. Message data is used from
the message that caused the alert. Any substitution variables that match vari-
ables in the message description are filled in later.

The following data types are supported as substitution data for detailed data
qualifiers:

Data Types Name Description

*CHAR Character data *VARY for varying length data is supported.

*BIN Binary data *BIN 2 and *BIN 4 are supported.

*DEC Packed decimal data *DEC x y where x is the total digits, and y is
a fraction of any remaining digits.

*HEX Hexadecimal data *VARY for varying length data is supported.

*DTS Date/time stamp The date/time stamp is converted according
to system values to a form that can be dis-
played.

*ITV Time interval The time interval is converted to a value

that can be displayed.

*SYP System pointer The name of the object pointed to is substi-
tuted as the detailed data.

i o AA L a L AL

Each detaiied data qualiifier can substitute up to 44 byies from the message data.
If the message data is longer than 44 bytes, it is truncated.

Product Identifiers for Causes and Actions

4-14

If the third character of the code point is E (for example, X'00E1'), the code point
requires a product identifier. The 0S/400 alert support provides the following
product identifiers:

*SNDHDW The sender hardware responsible for the alert (for example,
the AS/400 system).
*SNDSFW The sender software code responsible for the alert (for

example, the OS/400 licensed program). This is determined
from the LICPGM parameter of the CRTALRTBL command.

*RSCHDW The resource hardware that failed (for example, 1/0O processor
cards, tape units, or diskette units). This is determined from
one of the following:

e |nformation in the problem log for hardware errors
¢ Information in the substitution variables of the message
description for other errors

A code point requiring a product identifier must be associated with one of these
products. This is specified for the code point on the ADDALRD and CHGALRD
commands. '

For example, recommended action X'00E1! is:

Perform [product-ID] problem analysis procedures
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| If the product identifier for this code point is defined as the sender hardware (in
| this example, the AS/400 system), the code point appears as the following at the
| alert focal point:

|

Perform AS/400 problem analysis procedures.

Following is an example of a command to add a code point with a product identi-
fier:

|

!

| ADDALRD MSGID(USR1234) ACT (USER/USRMSGS)

| ALRTYPE(©1) ALRD(FEO0)

| PBLCAUSE (6600 0030 0500)

] CAUSE (*NONE)

1 ACTION( (*UNKNOWN BOE1 *NONE *NODATA
1 *NONE *NODATA
I *NONE *NODATA
| *SNDHD) )

| Additional Alert Description Commands
| The following commands are also available for alert descriptions.
| * Change Alert Description (CHGALRD)

| * Remove Alert Description (RMVALRD)
| ¢ Work with Alert Descriptions (WRKALRD)

| Working with Alert Descriptions

| Using the alert description created in the previous example, when you enter the
| WRKALRD command, a display similar to the following is shown:

4 A
Work with Alert Descriptions
System: ROCHSTR

Alert table . . . . . . : CAPPLL

Library . . . . o o .t CAPPL1LIB

Product . . . . . . . : CAPPL10 (Customer Application - 0001)
Position to . . . . . Message ID

Type options, press Enter.
1=Add 2=Change 4=Remove 5=Display recommended actions 6=Print
8=Display alert detail

Opt Message ID Alert Description: Probable Cause

8 APP1600 Software program error: Software program

Displaying Alert Details

To display alert details, select option 8 (Display alert detail) from the Work with
Alert Descriptions display. A Display Alert Detail display similar to the following
appears.
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e N

Display Alert Detail
System: ROCHSTR
Message ID . . . . . . . . . : APPl0OOO
Message text . . . . . . . . : Application program &l failed while writing t
o file & library &3 with reason code &4.

Alert type . . . . . . . . . : (01) Permanent
Alert description . . . . . : (2100) Software program error
Alert option . . . . . . . . : *IMMED
Alert ID . . . . . . . . . . 6774 AD43
Probable
Cause Probable Cause Text

1600 Software program

7004 User

7001 Local system operator

This display can show the following information:

Alert type
The alert type code point defines the severity of the problem. Possible

values are:

Permanent
This is a loss of availability to the user that requires some action by the
focal point operator.

Temporary
This is a momentary loss of availability that can affect the user, but does
not require any action by the focal point operator.

Performance
The alerted condition may be causing an unacceptable level of perfor-
mance.

Impending Problem
This is a potential loss of availability to the user that has not yet hap-
pened.

Unknown
The severity of the alert condition cannot be determined.

Permanently affected resource
The originator of this alert has determined that the target resource is lost
because of a persistent error in a resource other than the target.

Alert description
The alert description code point defines the condition that caused the alert.

Alert option
The alert option field displays the ALROPT parameter from the message
description for the given message. This is for information only.

Alert ID
The alert identifier field displays the alert identifier that is displayed with the
specific information for an alert in the Work with Alerts (WRKALR) command
displays. The alert ID is calculated for the alert using the cause code points
when the alert is created. It can be used to identify a particular error condi-
tion (set of causes) at a problem management focal point.
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It is possible that the alert identifier created when the alert was created does
not match the alert identifier shown for this display. This is because of dif-
ferences in the methods used to display the alert description and to create
the alert. For example, the WRKALRD command shows duplicate code
points, but the system removes duplicate code points when it creates the
alert.

Probable Cause

The probable cause field lists the causes that are determined by the alert
sender to be the most probable causes for the alert condition. These causes
are listed in order of decreasing probability.

Notice that there is a difference between the probable cause and the user,
install, or failure causes listed on the Display Recommended Actions display.
The probable causes specify what has failed, while the others specify what is
wrong for a probable cause.

For example, a probable cause may indicate a cable, while the user cause
for the same alert might indicate that this cable is unplugged.

Displaying Recommended Actions

To display recommended actions, select option 5 (Display recommended actions)
from the Work with Alert Descriptions display. A Display Recommended Actions
display similar to the following appears.

-

N
Display Recommended Actions
System: ROCHSTR
Message ID . . . . . . . . . APP1000
Message text . . . . . . . . Annlication program &1 failed while writing t

o file &2 library &3 with reason code &4.

Type options, press Enter.
5=Display detailed qualifiers

Cause or

Opt Type Action Text
_ User cause 73A0 File full: &2
_ User cause 73A1 File needs reorganization: &2
_ User action 32C0 Report the following
_ User action 1300 Correct then retry
_ Failure cause 10E1 Software program &4
_ Failure action 32C0 Report the following
_ Failure action FOAOD For &1

Failure action Foos Recurrence indicates media

This display can show the following information:

Type

The type defines whether this is a cause or an action and what type of cause
or action. The types are:

e User cause

¢ User action
* Install cause
* |Install action
¢ Failure cause
e Failure action
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Cause or action
The cause or action defines the code point that explains the actual cause or
action.

Text
The associated text for the code point.

Displaying Detailed Qualifiers

To display detailed qualifiers, select option 5 (Display detailed qualifiers) from
the Display Recommended Actions display. If the third hexadecimal digit is 0
through D, a Display Detailed Qualifiers display similar to the following appears.

~
- Display Detailed Qualifiers
System: ROCHSTR
Message ID . . . . . . . . . APP1000
Message text . . . . . . . . @ Application program &1 failed while writing t
o file & library &3 with reason code &4.

Cause or action type . . . . ¢ User cause

Cause or action. . . . . . . ¢ (73A0) File full: &2

Number of qualifiers . . . . : 1 detailed data qualifier

Detailed data ID . . . . . . : (DO) File name

Detailed data . . . . . . . : &2

The number of detailed qualifiers shown depends on the number needed for a
particular code point. The detailed data can contain text or a message substi-
tution variable.

This example shows substitution variables for code point text (1) and detailed
data (&2). Substitution variable &1 in the code point text File full: &1 specifies
where the detailed data is displayed in the code point. The code point text is
taken from the message description for message ALU73A0 in the QALRMSG
message file. The ALU prefix in the message ALU73A0 indicates a user cause.
For more information on substitution variables, see “Adding Code Points to the
08/400 Alert Message File” on page 4-36.

Substitution variable &2 specifies that the message data from message APP1000
is in message file CAPPL1. Message file CAPPL1 contains the data used for the
detailed data qualifiers for this code point.

In the following example, the detailed data APP1060 was defined at the time that
the alert description was added:

\
(V Display Detailed Qualifiers
System:  ROCHSTR
Message ID . . . . . . . . . APP1000
Message text . . . . . . . .2 Application program &1 failed while writing t
o file & library &3 with reason code &4.

Cause or action type . . . . Failure action

Cause or action., . . . . . .t (FBAB) For &1

Number of qualifiers . . . . : 1 detailed data qualifier

Detailed data ID . . . . . . : (DB) Message code

Detailed data . . . . . . . APP1000
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To display detailed qualifiers, select option 5 (Display detailed qualifiers) from
the Display Recommended Actions display. If the third hexadecimal digit is E, a
Display Detailed Qualifiers display similar to the following appears.

4 N
Display Detailed Qualifiers
System: ROCHSTR
Message ID . . . . . . . . . APP1000
Message text . . . . . . . . Application program &1 failed while writing t
o file & library &3 with reason code &4.
Cause or action type . . . . ¢ Failure cause
Cause or action. . . . . . . : (16E1) Software program &4
Product identifier . . . . . : Sender software

In this example, the code point 10E1 specifies a product identifier qualifier. The
substitution variable &4 specifies the placement of the product identifier in the
code point text. The code point text is taken from the message description for
message ALF10E1 in the QALRMSG message file. The ALF prefix in the
message ALF10E1 indicates a failure cause.

Working with Alerts

The OS/400 alert support allows you to log and display alerts that have either
been locally created on your system, or have been received from other systems
in the network if your AS/400 system is a focal point.

The Alert Database

Aierts that have either been created iocaiiy by the system or that have been
received by other systems are logged in the alert database. You can control the
logging of alerts using the alert logging status (ALRLOGSTS) network attribute.

Logging Alerts
Table 4-3 shows whether an alert is logged in the alert database, depending on:

1. The ALRLOGSTS network attribute (*ALL, *LOCAL, *RCV, or *NONE)
2. Whether the alert is locally created or received from another system

Table 4-3. When Alerts Are Logged in the Alert Database

*ALL *LOCAL *RCV *NONE
Local Logged Logged Not logged Not logged
Received Logged Not logged Logged Not logged

Logging Held Alerts

If the AS/400 system cannot send or forward an alert to a focal point because of
network conditions or because of the specified count in the Alert Hold Count
(ALRHLDCNT) network attribute has not been reached, the system holds the
alert by logging it in the alert database. The alert is marked in the database as
held for sending at a later time.

Held alerts can be displayed by using the display option parameter of the Work
with Alerts (WRKALR) command, or by pressing F15 (Subset) from the Work with
Alerts main display. If you do not want the AS/400 system to send these held
alerts once it can do so, you can delete these alerts from the alert database.
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When a held alert is successfully sent, the alert logging status network attribute
controls whether the alert remains in the alert database. If the conditions shown
in Table 4-3 indicate that the alert should not be logged, it is deleted from the
alert database. If the conditions indicate that the alert should be logged, it
remains in the alert database, but it is no longer displayed as a held alert.

Maintaining the Alert Database

The alert databases on the AS/400 system are a physical file named QAALERT
and a logical file named QAALHSN in library QUSRSYS. Other logical files in the
QUSRSYS library are used by the 0S/400 Query support to improve performance
while working with the logged alerts. The files used for alerts are shown in
Table 4-4.

Table 4-4. Database Files for 0S/400 Alert Support

File Name Description

QAALERT Physical file for alerts

QAALHLSN Logical file keyed on held alerts
QAALRCLC Logical file keyed on received/local alerts
QAALRSCN Logical file keyed on resource name
QAALRSCT Logical file keyed on resource type
QAALALTP Logical file keyed on alert type
QAALPBID Logical file keyed on problem 1D
QAALUSER Logical file keyed on assigned user
QAALGRP Logical file keyed on assigned group

The automatic cleanup features of the Operational Assistant* program will auto-
matically delete alerts that are older than a specified number of days and reor-
ganize the alert database. Type GO ASSIST to specify cleanup options.

Following are the cleanup options available:

Database Backup and Recovery: To save the QUSRSYS library, specify
*NONSYS for the LIB parameter on the Save Library (SAVLIB) command. The
Advanced Backup and Recovery Guide contains information about saving the
system.

Database Reorganization: |f you want to reduce the amount of space that the
alert physical file takes up, you can use the Reorganize Physical File Member
(RGZPFM) command to reorganize the alert database. This frees any space
taken up by deleted alert records. The CL Reference manual contains more
information about this command.

Deleting Alerts: You can delete one or more alerts from the alert database with
the Delete Alert (DLTALR) command. You can use the RGZPFM command to
reorganize the alert database after deleting alerts.

Clearing the Database: You can delete all of the alerts logged in the alert data-

base by using the Clear Physical File Member (CLRPFM) command. This clears

all alert records currently in the physical file. The CL Reference manual contains
more information about this command.
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Working with Logged Alerts
The Work with Alerts (WRKALR) command displays logged alerts, with the most
recent alert displayed first. Logged alerts can include alerts created locally and
alerts received from other systems in the network, depending on the current
setting of the ALRLOGSTS network attribute. Alerts that cannot be sent and are
marked as held can also be displayed. Alerts can be deleted using the WRKALR
command. ‘

Note: Your system does not have to be actively processing alerts to work with
alerts. Whatever is logged in the alert database is displayed.

Specifying Which Alerts to Display

When working with the logged alerts, you can select a subset of alerts to be dis-
played. You do this by specifying parameters on the Work with Alerts (WRKALR)
command, or by pressing F15 (Subset) on the Work with Alerts display.

When you press F15, or request prompting for the Work with Alerts command,
the following prompts are displayed:

( N
Work with Alerts (WRKALR)

Type choices, press Enter.

Display option . . . « v v v . . *ALL_ *ALL, *RCV, *LOCAL, *HELD
Period
Start time and date
Start time . . . . . . ... *AVAIL Time, *AVAIL
Start date . . . . . ... . *BEGIN__ Date, *BEGIN, *CURRENT
End time and date
End time . . . ..o 0L *AVAIL_ Time, *AVAIL
End date . . . . .. ... *END___ Date, *END
Alert type . « v v v v v oo . *ALL__ *ALL, *PERM, *TEMP, *PERF..
+ for more values
Alert resource . . . . . . . . . *ALL Name, *ALL
+ for more values
Alert resource type . . . . . . *ALL Character value, *ALL
+ for more values _
Assigned user . . . . . .. .. *NONE Name, *NONE, *ALL
+ for more values
More...
Group '« v v v v v e e e e e *NONE Name, *NONE, *ALL, *DEFAULT
+ for more values
Output « v v v v v e *PRINT *, *PRINT
Bottom

F3=Exit  F4=Prompt F5=Refresh  F12=Cancel  F13=How to use this display
F24=More keys

- J

You can select one of the following subsets of the list of alerts to be displayed.

Local alerts
Alerts that have been created locally.

Received alerts
Alerts that have been received from other systems.

Held alerts
Alerts that the system has currently marked as held because they cannot be
sent or forwarded to a focal point. When the alerts displayed in this category
are sent, they are no longer displayed for this category.
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Date/time
You can select a subset of the alerts to be displayed by a range of dates and
times.

Alert types
You can select a subset of the alerts to be displayed depending on the

severity of the alert.

Resource names
Alerts that have been sent or received for a particular named resource.

Resource types
Alerts that have been sent or received for a particular type of resource.

Assigned user
Alerts that have been assigned to a particular user through an alert filter.

Group
Alerts that have been assigned to a particular group through an alert filter.

Output
You can display the output at the requesting work station or print the output
with the job’s spooled output.

Note: If you do not specify any parameters on the WRKALR command, then all
alerts in the database are displayed.

The CL Reference manual contains more information on the WRKALR command
and the parameters listed above.

Work with Alerts Main Display
You can look at the Work with Alerts main display by doing one of the following:
* Typing the Work with Alerts (WRKALR) command on the command line.

* Choosing option 6 (Communications) from the AS/400 Main menu, then
option 5 (Network management) from the Communications menu, option 5
(Network probiem handling) from the Network Management menu, and
option 2 (Work with alerts) from the Network Problem Handling menu.

4 ™
Work with Alerts
System: ROCHESTR
Type options, press Enter.
2= Change  4=Delete 5=Display recommended actions 6=Print details
8=Display alert detail

Resource

Opt Name Type Date Time Alert Description: Probable Cause

_ CHCAGO7*  TAP  01/20 13:15 Storage subsystem failure: Tape drive
TAPO1 TAP  01/20 13:13 Tape operation error: Tape

ATLANTA*  LNK  01/20 09:30 DCE interface error: Communications inte
ATLANTA*  PRT  01/19 16:43 Operator intervention required: Printer
ATLANTA*  LNK 01/19 15:18 Unable to communicate with remote node:

Bottom
F3=Exit F10=Show new alerts F11=Display user/group F12=Cancel
F13=Change attributes F20=Right F21=Automatic refresh  F24=More keys

- J
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This display supplies the following information:

Resource name
This field identifies the failing resource (for example, TAPO1).

If the resource name is followed by an asterisk (*), the resource name dis-
played is not associated with the resource type displayed next to it. This is
based on information in the alert itself. This allows an alert sender to have
its name displayed on the main display, while also showing what kind of
resource the alert is about (for example, a printer located at system
ATLANTA).

Type
This field identifies the type of resource that detected the error condition (for
example, TAP to indicate the resource is a tape). Table 4-5 shows the types
of resources and their abbreviations.

Date
This is the date the alert was logged on the system.

Time
This is the time the alert was logged on the system.

Alert description
This field supplies you with a brief description of the alert.

Probable cause
This field indicates the most likely cause for the alert. Although there can be
several probable causes in the alert, only the first (and most likely) is shown
on this display.

If the entire text for the alert description and probable cause is not displayed,
press F20 (Right) to shift to another view, which shows only the alert description
and probable cause.

Press F21 to start the automatic refresh of the list of alerts. The Work with Alerts
display is periodically refreshed to show new alerts, so that the network status
can be monitored. The refresh rate can be set or changed by pressing F13.

Table 4-5 (Page 1 of 3). Resource Type Abbreviations

Resource Type Abbreviation
Adapter ADP
Application APP
Boundary function physical unit BPU
Central processing unit CPU
Communications controller CMC
Computerized branch exchange CBX
Controller CTL
Control point CP
CSMA/CD bus BUS
Disk DSK
Diskette DKT
Display DSP
Domain DMN
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Table 4-5 (Page 2 of 3). Resource Type Abbreviations

Resource Type Abbreviation
Focal point FP
ISDN B-Channel BCH
ISDN D-Channel DCH
Keyboard KBD
LAN bridge BRG
Line LIN
Line group LG
Link LNK
Link station LS
Local area network LAN
Local controller LC
Logical link connection LLC
Logical unit LU
Loop LP
Management server MSV
Network ID NID
OSI| management server OSlI
Personal banking machine PBM
Physical unit PU
Piotier PLT
Point of sale unit POS
Port POR
Printer PRT
Printer server PSV
Private branch exchange PBX
Program PGM
Programmable work station PWS
PU T2 gateway GW
PU T2 gateway application GWA
Relational database DB
Requester RQS
Self-service terminal SST
Server SRV
Service point SP
SNA channel CHL
Storage device STG
Tape TAP
Teller assist unit TAU
Token bus B
Token ring RNG
Transaction program name TPN
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Table 4-5 (Page 3 of 3). Resource Type Abbreviations

Resource Type Abbreviation
Transmission group ’ TG

T1 resource manager TIM
Unknown UNK

Display Recommended Actions Display
To look at additional information about a particular alert, select option 5 (Display
recommended actions) to show the Display Recommended Actions display.

[
Display Recommended Actions )
System:  ROCHESTR
---------- Resource Hierarchy-----------

Resource Name Resource Type
ROCHESTR cP
ATLANTA CP
CCo3 LC
RCHLIN LNK
Failure causes . . . . : Communications/remote node
Actions . . . . . .. .t Run the following at the reporting location

Command DSPLOG QHST

For System message code CPA58CC

Perform problem determination procedure at the
reporting location for Log record number
89254087E1

Contact appropriate service representative

Bottom
Press Enter to continue.

F3=Exit  Fl12=Cancel F17=Display detail
\- J

This display supplies the following information:

Resource hierarchy
This field shows the configuration hierarchy for the alert. The bottom or
lowest entry of the hierarchy shows the resource name and type of the
resource that detected the error condition. Up to four more resource names
and types can be displayed, which identify any resources involved with the
alert up to the system that last processed the alert. If the detecting resource
is not known, the system that sent the alert is displayed as the lowest entry.

User causes
This is a list of possible causes for a problem that is the result of a user
action.

Install causes
This is a list of possible causes for a problem that is the result of the instal-
lation of new or upgraded hardware or software.

Failure causes
This is a list of possible causes for a problem that is the result of failures in
the hardware, software, or a combination of these.

Actions
These are recommended actions to further isolate the problem or correct the
condition which caused the problem.
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Note: Not all of these fields are displayed for every alert. The information dis-
played for each alert depends on information contained in the alert itself.
The SNA Formats manual contains more information on all the alert fields.

Specific Actions for Problem Analysis on the AS/400 System
The 0S/400 alert support creates alerts with recommended actions that are spe-
cific to problem analysis on the AS/400 system.

Analyze Problem: The recommended action

Run the following at the reporting location
Command ANZPRB

indicates that you should use the Analyze Problem (ANZPRB) command at the
AS/400 system that created the alert. The system message ID that you should
use is also provided in the alert.

Display the History Log: The recommended action

Run the following at the reporting location
Command DSPLOG QHST

indicates that you should display the history log of the AS/400 system that
created the alert. The history log provides the complete message that caused
the alert to be created. The message ID of the message that you should look at
is also provided in the alert.

Use the Problem date/time on the Display Alert Detail display to locate the
message in the history log. The times may not match exactly.

Run Problem Analysis Procedures: The recommended action

Perform problem analysis procedure at the
reporting location for Log record number
89254087E1

indicates that you should perform local problem analysis at the AS/400 system
that created the alert. The Log record number identifies the problem ID.

See “Alerts and Local Problem Analysis” on page 4-5 for information about local
problem analysis.

Print Details
Print details (option 6) prints the details of the selected alert to a spooled file.

Display Alert Detail Display

The Display Alert Detail display supplies further details about the selected alert.
You can look at this display by pressing F17 (Display detail) from the Display
Recommended Actions display or typing option 8 (Display alert detail) next to the
alert on the Work with Alerts display. This display may consist of more than one
display of data.
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Display Alert Detail
System:  ROCHESTR
—————————— Resource Hierarchy-----------

Resource Name Resource Type
ROCHESTR cP
ATLANTA cP
cco3 LC
RCHLIN LNK
Logged date/time . . . . . . : 02/15/88 15:18:04
Problem date/time . . . . . : 02/15/88 15:18:01

Assigned user . . . . . . .
Group assigned . . . . . . . :

Filter . v v v v v v v v v s
Library . . . . . . . . .
Alert type . .« . . . . . . . ¢ Permanent
Alert description . . . . . : Unable to communicate with remote node
Probable causes . . . . . . : Communications

Communications/remote node
More...
Press Enter to continue.

F3=Exit F11=Display detail menu F12=Cancel F18=Display actions

- J

This display can show the following information:

Logged date/time
This is the date and time that the alert was logged. This is the same date
and time that appear on the Work with Alerts display.

Problem date/time
This is the date and time that the alert was created and reflects the time that
the alertable condition was detected.

Assigned user
This is the user assigned to the alert. The user is assigned through the alert
filter.

Group assigned
This is the group into which the alert is filtered.

Filter
This is the filter that was active when this alert was processed. This field is
only shown if a user and group are not changed.

Library
This is the library where the active filter is. This field is only shown if a user
and group are not changed.

Alert type
The alert type defines the severity of the problem. Possible values are:

Permanent
This is a loss of availability to the user that requires the focal point oper-
ator to intervene.

Temporary
This is a momentary loss of availability that can affect the user, but does
not require the focal point operator to intervene.

Performance
The alerted condition may be causing an unacceptable level of perfor-
mance.

Chapter 4. Using OS/400 Alert Support  4-27



Impending problem
This is a potential loss of availability to the user that has not yet hap-

pened.

Permanently affected resource
The originator of this alert has determined that the target resource is lost

because of a persistent error in a resource other than the target.

Unknown
The severity of the alert condition cannot be determined.

Alert description
The alert description defines the condition that caused the alert.

Probable causes
Lists the causes that, in the alert sender’s view, are the most probable
causes for the alert condition. These causes are listed in order of

decreasing probability.

Notice that there is a difference between the probable cause, and the user,
install, or failure causes listed on the Display Recommended Actions display.
The probable causes specify what it is that has failed, while the others
specify what is wrong with a probable cause.

For example, a probable cause may indicate a cable, while the user cause
for the same alert might indicate that this cable is unplugged.

4 N
Display Alert Detail
System: ROCHESTR

—————————— Resource Hierarchy-----------

Resource Name Resource Type
ROCHESTR cp
ATLANTA cpP
cces LC
RCHLIN LNK
Qualifiers . . . . . . . . . : AS/400 Message code CPA58CC

AS/400 Message severity 99
Text message:

Sender ID . . . . . .. .: Control program
Message . . . . . .. .. : Line RCHLIN failed. Recovery stopped.(C G R)
Reason code: X'54002050'
More...
Press Enter to continue.
F3=Exit Fll=Display detail menu Fl2=Cancel F18=Display actions
\- J

Qualifiers
Lists product-specific detailed data about the alert condition.

Detailed data qualifiers can appear in several different places on the alerts
displays:

| * As part of a user, install, or failure cause on the Display Recommended
| Actions display.

| » As part of an action on the Display Recommended Actions display.

| * In the Qualifiers section of the Display Alert Detail display.
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A detailed data qualifier is made up of three parts:

Product identification
Identifies the product associated with this detailed data qualifier. This
part does not have to be present.

Data identification
Identifies the type of detailed data present in this qualifier.

Detailed data
The detailed data itself, in either character, hexadecimal, or decimal
form.

Following is an example of a detailed data qualifier with two of the above
three parts:

Command DSPLOG QHST

where Command is the data identification, and DSPLOG QHST is the detailed data.

Following is an example of a detailed data qualifier with all of the parts:
AS/400 Message code CPA58CC

where AS/400 is the product identification, Message code is the data identifica-
tion, and CPA58CC is the detailed data.

Text message
Provides a text message from the alert sender about the problem. For alerts
from an AS/400 system, the text message is the first level text for the
message that caused the alert to be sent.

This section is made up of one or more of the foliowing fieids. The exact
fields present depend on what is present in the alert. The possible fields
are:

Sender ID Identifies the alert sender. The following values are possible:

Display station user
A person who is only a user of system resources (not
an operator).

Operator A person who is responsible for managing system
resources.

Application program
A program written by or for a user.

Control program
A program that controls the system resources.

Message The actual message text. Notice that this text is displayed in the
language in which the message was created at the alert sender.

You can press F11 to use the Display Detail Menu display. This display
allows you to select the functions shown.
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Display Detail Menu
System: ROCHESTR
---------- Resource Hierarchy-----------

Resource Name Resource Type
ROCHESTR cp
ATLANTA cP
cco3 LC
RCHLIN LNK

Select one of the following:

1. Display flags
2. Display product identification

5. Display LAN link data
6. Display alert in hexadecimal

Selection or command
==>

F3=Exit  F4=Prompt F9=Retrieve Fl2=Cancel

~
(7 Display Flags
System: ROCHESTR
—————————— Resource Hierarchy-----------
Resource Name Resource Type
ROCHESTR cp
ATLANTA cp
Cco3 LC
RCHLIN LNK
Flags:
Local/Received . . . . . . ¢ Received
Operator generated . . . . : No
Held alert . . . . . . . . : No
Delayed alert . . . . . . : No

Analysis available . . . . : Yes

More...
Press Enter to continue.

F3=Exit  Fl2=Cancel

. ]

Flags
Lists flags associated with the alert. The flags displayed are:

Local/Received
Specifies whether the alert was created locally or received from
another system.

Operator generated
Specifies if this alert was generated by a network operator.

Held alert Specifies if this alert has at any time been held at the sending
system or an intermediate system because of problems with
sending the alert.

Delayed alert
Specifies if this is a delayed alert. A delayed alert reports the
error condition that resulted in any held alerts.
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Analysis available
The analysis indicator is set to Yes if you can run problem anal-
ysis procedures on the problem.

Display Product Identification
System: ROCHESTR
—————————— Resource Hierarchy-----------

Resource Name Resource Type
ROCHESTR cp
ATLANTA cp
ccos LC
RCHLIN . LNK

Sender hardware identification:

Product classification . . : IBM hardware
Machine type . . . . . . . : 9406
Model number . . . . . . . ¢ A40
Plant of manufacture . . . : 10
Sequence numbper . . . . . : 01234
Common name . . . . . . . : AS/400
More...
Press Enter to continue.
F3=Exit  Fl2=Cancel
o 4/

Sender hardware identification
Provides information to identify the hardware product for the alert sender.

This section is made up of one or more of the following fields. The exact
fields present depend on what is present in the alert. The possible fields
are:

Product classification
What type of product this is:

¢ |IBM hardware
* |IBM or non-IBM hardware (not distinguished)
¢ Non-IBM hardware

Machine type A 4-digit descriptor of the machine type.
Model number The model number of the machine.
Plant of manufacture The IBM plant of manufacture.

Sequence number The sequence number of the machine originating the
error record.

Common name The hardware common name as given in the product
announcement.

Microcode EC level Engineering Change (EC) level of the failing microcode
component.

Emulated machine type
Type of the hardware product being emulated, if emu-
lation is being done.

Emulated model number
The model number of the product being emulated, if
emulation is being done.
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Resource hardware identification
Provides information to identify the hardware product for the failing resource.

This section has the same fields possible as the Sender hardware
identification section.

Display Product Identification
System:  ROCHESTR

---------- Resource Hierarchy-----------

Resource Name Resource Type
ROCHESTR Cp
ATLANTA cpP
cco3 LC
RCHLIN LNK

Sender software identification:

Product classification . . : IBM software
Program product number . . : 5738SS1
Version . . . . . T A Y4
Release . . . . . . . .. : 01
Llevel . . . .. .. ... 0O
Common name . . . . . . . : 0S/400
Bottom
Press Enter to continue.
F3=Exit  Fl2=Cancel
. J

Sender software identification
Provides information to identify the software product for the alert sender.

This section is made up of one or more of the following fields. The exact
fields present depend on what is present in the alert. The possible fields
are:

Product classification
Identifies what type of product this is.

* |[BM software
* IBM or non-IBM software (not distinguished)
*« Non-IBM software

Program product number
The product number of the program.

Serviceable component ID
Component identification of a serviceable component,
as assigned by service personnel.

Serviceable component level
The release level as assigned by service personnel.

Version The version of the program.
Release The release level of the program.
Level The level of the program.
Common hame Common name of software.

Customization date Date when a set of instructions was customized to a
user’s environment.
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Customization time Time when a set of instructions was customized to a
user’s environment.

Customization identifier
Identification of a set of instructions, customized to a
user’s environment.

Resource software identification
Provides information to identify the software product for the failing resource.

This section has the same fields possible as the Sender software
identification section.

Display LAN Link Connection Data
System:  ROCHESTR

—————————— Resource Hierarchy-----------

Resource Name Resource Type
ROCHESTR cp
ATLANTA cp
cco3 LC
RCHLIN LNK

LAN Tink connection data
Ring or bus ID . . . . . . : 0001
Fault domain description . : 400014100000 4000060002101

Bottom
Press Enter to continue.

F3=Exit  Fl2=Cancel
- J

LAN link data
Provides information related to local area network (LAN) errors.

This section is made up of one or more of the following fields. The exact
fields present depend on what is present in the alert. The possible fields

are:
LAN identifier Identifies a local area network (LAN).
Ring or bus ID Identifies the ring number for a token-ring local area

network or the bus number for an Ethernet network.
This is displayed in hexadecimal format.

Local individual MAC address
Identifies the address of the medium access control
(MAC) within the node sending the alert. This is dis-
played in hexadecimal format.

Remote individual MAC address
Identifies the address of the medium access control
(MAC), which is part of the link connection, within the
adjacent node. This is displayed in hexadecimal
format.

LAN routing information
Identifies the routing information used by a link.
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Fault domain description
Identifies the location on the network where an error is

likely to be occurring, typically bounded by the address
of two stations; for example, the upstream and the
downstream local area network stations and the cable
between them. This field contains:

¢ Individual medium access control (MAC) address
of downstream station in hexadecimal format.

* Individual medium access control (MAC) address
of upstream station in hexadecimal format.

Beaconing data Message or data sent by a station that detects a
problem.

Single MAC address Specifies the address of the medium access control
(MAC) element associated with the failure.

Fault domain error weight pair
Indicates the severity of the problems reported by two
medium access control (MAC) elements (the reporting
station or the nearest active upstream neighbor).

Bridge identifier Identifies the bridge identifier of a local area network
(LAN) bridge. The bridge identifier is composed of the
following:

¢ Ring or bus number
e Bridge number
e Another ring or bus number

Local individual MAC name
Identifies the name of the medium access control
(MAC) element within the sending node.

Remote individual MAC name
Identifies the name of the medium access control
(MAC) element, which is part of the link connection,
within the adjacent node.

Fault domain names I|dentifies the names of the upstream and the down-
stream local area network (LAN) stations that define
the location on the network where the error is likely to
be occurring.

Single MAC name Identifies the name of the medium access control
(MAC) element related to the failure.

Note: Not all of these fields are displayed for every alert. The information dis-
played for each alert depends on information contained in the alert itself.
The SNA Formats manual contains more information on all the alert fields.

SNA Generic Alerts
The AS/400 system supports the SNA generic alert architecture. The text that
makes up an alert is represented by code points. A code point is a 1-byte (2
hexadecimal characters) or 2-byte (4 hexadecimal characters) code that desig-
nates a particular piece of text to be displayed at the focal point. Code points
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are sent by an alert sender to convey alert data and are used to get the units of
text for displaying alert data at a focal point.

An example of a code point is probable cause X'6314'. The text for this code
point is Tape drive. The code point X'6314' is sent in the alert. The text Tape
drive is displayed by the AS/400 system on the alerts displays.

Generic Alert Code Points
Generic alert code points are used in the following fields of the alert display:

Alert type. The alert type code point defines the severity of the problem.

Alert description. The alert description code point describes the alert condi-
tion.

Probable causes. These codes define the most likely causes of the condition
being described.

User causes. These codes describe the conditions caused by a user and
defined as conditions that can be resolved by the operator without contacting
any service organization.

Install causes. These codes describe conditions resulting from the initial
installation or set-up of equipment.

Failure causes. These codes describe conditions caused by the failure of a
resource.

Recommended actions. These codes describe actions that the focal point
operator can take to correct the problem that caused the alert or to complete
the process of problem analysis.

Qualifiers. Detail qualifiers can appear in user, install, or failure causes, and
in the recommended actions. They can also appear alone in the Qualifiers
section of the Display Alert Detail display. The code point used for detail
qualifiers is a data ID that identifies the detail qualifier.

Resource type. These codes describe the type of resources that detected
the error condition.

The AS/400 system uses the generic alert architecture. The code points are con-
verted to a message ID, which is used to retrieve the text that is to be displayed
on the alert displays from the alert message file. The name of the 0S/400 alert
message file is QALRMSG in library QSYS.

Default Code Points
A code point is of the form xxxx, where x is any hexadecimal digit (a 1-byte code
point is of the form xx).

A default code point is a code point of the form xx00. Default code points are

" special because if the AS/400 system cannot find a code point xxxx in the
QALRMSG alert message file, the AS/400 system also tries the default code
point xx00. A default code point is less specific than the original code point, but
still provides useful information. For example, the text for probable cause code
point X'6314' is Tape drive. Probable cause code point X'6300' is Input/output
device.
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Adding Code Points to the 0S/400 Alert Message File

If the AS/400 system cannot find a code point or its default in the QALRMSG
alert message file, the text *UNKNOWN(xxxx) is displayed where the code point text
would have been displayed. xxxx is the unknown code point.

The following conditions can result in an "UNKNOWN code point:

= A code point that is not contained in the latest release level of the OS/400
alert message file.

» User application code point. Code points X'ECO0' to X'EFFF' are reserved
for use by non-IBM piroducts and customer applications.

* The sending system is in error.
A default code point may be displayed instead of the more specific one.

To add a code point to your AS/400 system, you must create a message in the
alert message file.

To create a code point message, you need to know the code point (either the
2-digit or 4-digit value), the code point type, and the message text. More infor-
mation is contained in the SNA Formats manual.

Determining the Message ID: The message ID for a code point consists of the
code point plus a 3-character prefix. Table 4-6 shows the message ID prefixes
for the alert code points:

Table 4-6. Converting a Code Point to a

Message ID

3-Character Prefix Code Point

ALD Alert description
ALP Probable cause
ALU User cause

ALl Install cause
ALF Failure cause
ALR Recommended action
ALT Alert type

ALX Detail data ID
ALZ Resource type

For example, the message ID for failure cause X'1234"' is ALF1234.

The code point for the detail qualifier data ID is only 2 hexadecimal digits. It is
represented as a message ID by ALXcc00 where cc is the 1-byte (2 hexadecimal
characters) code point. For example, the message ID for detail data ID X'12' is
ALX1200.

The code point for the resource type consists of only 2 hexadecimal digits. It is
represented as a message ID by ALZcc00 where cc is the 1-byte (2 hexadecimal
character) code point. For example, the message ID for resource type X'25' is
ALZ2500.
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The code point for alert type consists of only 2 hexadecimal digits. It is repre-
sented as a message ID by ALTcc00 where cc is the 1-byte (2 hexadecimal char-
acter) code point. For example, the message ID for alert type X'03' is ALT0300.

Code Point Text Length Restrictions: The length restrictions for the alert code
point messages are as follows:

Alert description, probable cause: 90 characters
User/install/failure causes, recommended actions: 132 characters

Resource type: 2 or 3 character abbreviation (for example, TAP DKT)

If you create a code point message that is longer than the length specified, the
last part of the code point message text is not shown on the alert displays.

Detailed Qualifiers: Some of the generic alert code points contain detailed qual-
ifiers. A detailed qualifier is one of the following:

Detailed data qualifier
Product identifier qualifier

These detailed qualifiers are sent in the alert with the code point, and are put
together by the AS/400 system on the alert displays. The following code point
types can contain detailed qualifiers:

User causes

Install causes

Failure causes
Recommended actions

Each code point can contain from 0 to 3 detailed data qualifiers (for example,
Command DSPLOG QHST), or a code point can contain a product identifier qualifier
(for example, AS/400).

The number of detailed data qualifiers a code point contains is determined by
the code point itself. The third hexadecimal digit of the code point determines
the number of qualifiers present in the code point. For code point X'xxYx', Y
determines the number. Table 4-7 lists the number of qualifiers required by a
code point with the given third digit.

Table 4-7. Number of Detailed Qualifiers for a Code Point

Third Digit Number of Qualifiers

X'xx0x' - X"'xx9x' No detailed qualifiers

X'xxAx' - X'xxBx' One detailed data qualifier
X'xxCx' Two detailed data qualifiers
X'xxDx' Three detailed data qualifiers
X'xxEx' One product identifier qualifier

Substitution Text for Detailed Qualifiers: When you create a code point
message that contains detailed qualifiers, you must specify where the qualifiers
will be displayed. The SNA Formats manual defines where in the code point text
the qualifiers appear; you can control if they appear on the same line as all the
remaining code point text, or on the line or lines following the code point text.

Chapter 4. Using 0S/400 Alert Support  4-37



To specify detailed qualifiers that appear on the same line as the code point text,
you use substitution variables to define the placement of the qualifiers.

Table 4-8 on page 4-38 shows the substitution variable numbers that should be
used for each qualifier.

Table 4-8. Substitution Variables Used for Detailed Qualifiers

Variable Description

1 First detailed data qualifier

2 Second detailed data qualifier
3 Third detailed data qualifier
4

Product identifier qualifier

If the detailed qualifier placement is defined at the end of the code point text,
you can omit the substitution variable at the end of the text, and the system dis-
plays the detailed qualifier on the line following the code point text.

Note: Detailed qualifiers that are defined in the middle of the code point text
must have a substitution variable.

Example 1

For example, recommended action X'FOAQ' (one detailed data qualifier) is
defined as follows:

For &1

It might appear on the alert displays as:

For System message code CPA58CC
Example 2

Recommended action X'00B2' (one detailed data qualifier) is defined as follows:
Run the following at the reporting location
It might appear on the alert displays as:
Run the following at the reporting location
Command DSPLOG QHST
Example 3
Recommended action X'00E1' requires one product identifier qualifier, and is
defined as:
Perform &4 problem analysis.
It might appear on the alert displays as:
Perform AS/400 problem analysis.
Creating a Message Description: To add code point text, use the code point to
create a message ID and add a message description to the alert message file.

For example, to add probable cause X'6314', Tape device, the message ID is
ALP6314.
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The name of the 0S/400 alert message file is QALRMSG in library QSYS. Use
the Add Message Description (ADDMSGD) command to add the code point
message.

ADDMSGD MSGF (QSYS/QALRMSG) MSGID(ALP6314)
MSG('Tape device')

The following command adds the code point message for Example 1 on page
4-38.
ADDMSGD MSGF (QSYS/QALRMSG) MSGID(ALRFOAO)

MSG('For &1")
FMT((*CHAR *VARY 2) (*CHAR 0) (*CHAR 0) (*CHAR 0))

The following command adds the code point message for Example 2 on page
4-38. section.

ADDMSGD MSGF (QSYS/QALRMSG) MSGID(ALROGB2)
MSG('Run the following at the reporting location')

Since the detail qualifier text is placed on the next line, no substitution variables
are defined.

The following command adds the code point message for Example 3 on page
4-38.

ADDMSGD MSGF (QSYS/QALRMSG) MSGID (ALROOB2)
MSG('Perform &4 problem analysis.')
FMT((*CHAR ©) (*CHAR 0) (*CHAR ©) (*CHAR *VARY 2))

Displaying the Contents of the Alert Message File: To display the code points
that are currently in the alert message file, use the Work with Message
Description (WRKMSGD) command:

WRKMSGD MSGF (QSYS/QALRMSG)
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| Chapter 5. 0S/400 Alert Filter Support

This chapter describes the 0S/400 alert filter support on the AS/400 system. It
describes how alert filters can be used to route and process Systems Network
Architecture (SNA) alerts in a network and how to automate operations for local
alerts or received alerts within a network.

Filter Components

A filter is a function you can use to assign alerts into groups and to specify the
actions to take for each group. A filter consists of selection entries and action
entries. A selection entry assigns each alert processed by the filter to a group.
In this way, many alerts can be grouped into manageable categories. An action
entry specifies what should be done to process each group of alerts. The
selection and action entries can work together or be used individually by a
systems management application. Figure 5-1 illustrates the components of a
filter.

Alert Filter
o Log R
Group1 Alert
o Alert > Action
"| selection Entries Assign
Entries >
Alerts Actions
> Log
> Group2 Alert
> Action
Entries SNDDTAQ
" Application
RV2P02-0

Figure 5-1. Example Filter Structure

A network administrator decides how the filter should process the alerts. For
example, the network administrator might want all diskette, tape, and display
alerts to be handled by Joe Miller. The network administrator creates an alert
filter object, which consists of the selection and action entries. In this example,
the administrator creates a selection entry that assigns all diskette, tape. and
display alerts to the group HARDWJOE. Then, the administrator creates an
action entry for the group HARDWJOE that logs the alerts and assigns them to
user JMILLER.
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Selection Entries

Action Entries

Selection entries assign each alert processed by a filter to a group. Each
selection entry includes a logical expression that relates the alert attributes to
values. Within these logical expressions, *AND has precedence over *OR or *IF.
Selection entries are evaluated in the order in which they are sequenced. The
first true expression determines the group to which each alert is assigned.

The attributes describe what to look for in the alert, for example, *\RSCNAME and
*ALERTID. The value specifies what the attribute should be to provide a match
for that particular alert, for example, “CHICAGO” and “01235FB4.” In this
example, if the alert has an *RSCNAME value equal to CHICAGO and an
*ALERTID equal to 01235FB4, the alert is assigned to the group TEMPORARY.

Once an alert has satisfied a selection entry, it is assigned to a group. The
group is also a character value defined by the network administrator. The
selection entry allows the administrator to group classes of alerts.

For example, an administrator may want all alerts that are for diskettes, tapes,
or displays to be assigned to the HARDWJOE group. The HARDWJOE group in
the administrator’s alert filter policy means hardware problems for which Joe is
responsible. In addition, the administrator wants all alerts that are for temporary
or impending problems assigned to the group BITBUCKET. The BITBUCKET
group in the administrator’s alert filter policy is for alerts that should not be
logged.

Action entries specify what should be done to process each group of alerts. The
actions are defined by the network administrator as part of the filter object. Part
of the policy defines how the groups specified by the selection entries should be

mapped to the actions that can be taken. Possible actions include:
* Logging the alert. Alerts can be used for tracking purposes.

* Routing the alert to an assigned user. Alerts can be assigned to a specific
user. Operators can then display alerts assigned to them. This allows oper-
ators to work with alerts that have been specifically routed to them.

* Routing notification of the alert to a data queue. This enables a systems
management application to monitor the data queue and take action when
alerts are received. For example, an application can automate the
responses to several groups of alerts.

* Routing the alert to another system in the network. By routing the alerts
from an unattended to an attended system in the network, you can ensure
that the alerts for the unattended system are processed.

In the previous example, the actions for group HARDWJOE may be to log the
alert and then assign the alert to the user JOE. The group BITBUCKET is not
logged, so there are no other actions to perform. The alert is discarded.
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Working with Alert Filters

Before you can begin working with alert filters, you need to establish your alert

filter policy. Once you have established your policy, you can create the filters

and their components. Filters and their components are created and maintained
through a series of commands and displays. “Working with Alert Selection
Entries” on page 5-5 and “Working with Alert Action Entries” on page 5-6

describe how to work with alert filter components.

Use the ALRFTR parameter of the Change Network Attribute (CHGNETA)
command to specify the active alert filter.

Figure 5-2 shows how an administrator works with the filter components.

————» Select Group

Alert Filter
Alert Group Determine
Action
Selection Action
Entries Entries
1 Add 1 Add
2 Change 2 Change
3 Copy 3 Copy
4 Remove 4 Remove Tasks
7 Move 7 Rename

Figure 5-2. Maintaining Filter Components

Administrator

Use the Work with Filters (WRKFTR) command to access all the filter functions
available. The WRKFTR command allows you to work with a list of filters,
change and delete filters, work with selection entries and action entries that are
contained in filters, create new filters, and print the contents (selection and
action entries) of the filters.

Notes:

1. Only the libraries for which you have READ authority are searched.

2. Only the filters for which you have some authority are shown on the display.

3. To perform operations on the filters, you must have USE authority to the
command used by the operation and the appropriate authority to the filters
on which the operation is to be performed.
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When you enter the WRKFTR command, a display similar to the following is
shown:

/’ M
Work with Filters
System: RCHAS209

Type options, press Enter.
1=Create  2=Change 4=Delete  5=Work with filter selection entries
6=Print 8=Work with filter action entries

Opt Filter Library Type Text

~ ALRBACKUP BACKUP *ALR Backup filter for Alerts

_ ORIGINAL BACKUP *ALR Original Alert filter
ALERTFTR NETMGMT *ALR Filter for Alert processing
TIMOTHY TGFLIB *ALR Alert filter for TGF

To create a filter, select option 1 (Create) from the Work with Filters display. A
Create Filter (CRTFTR) display similar to the following appears.

N
(7 Create Filter (CRTFTR)

Type choices, press Enter.

Filter o v v v v v v v v 0 0L Name

Library o o o v 0 0oL *CURLIB___ Name, *CURLIB
TYPE « v v v e e e e e e e *ALR, *PRB
Text ‘'description' . . . . . .. *BLANK

Additional Parameters

Authority . . . . . . ... *LIBCRTAUT Name, *LIBCRTAUT, *CHANGE...

The filter can also be created using the Create Filter (CRTFTR) command. The
following is an example of a CRTFTR command:

CRTFTR FILTER(MYLIB/MYFILTER)
TYPE(*ALR)
AUT (*CHANGE)
TEXT('My filter!)

This command creates an alert filter called MYFILTER in the MYLIB library. The
public has *"CHANGE authority to the filter. When a filter is created, one
selection entry and one action entry are automatically added to the filter. For
more information about the CRTFTR command, see the CL Reference manual.

You can use the following options and commands to change and delete filters:

Change Select option 2 (Change) from the Work with Filters display, or use the
Change Filter (CHGFTR) command.

Delete Select option 4 (Delete) from the Work with Filters display, or use the
Delete Filter (DLTFTR) command.
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Working with Alert Selection Entries

Use the Work with Filter Selection Entries (WRKFTRSLTE) command to access all
the filter selection entry functions available. The WRKFTRSLTE command allows

you to work with a list of filter selection entries to add, change, copy, remove,
display, move, or print selection entries. For information on printing selection
entries, see “Printing Alert Filters and Filter Components” on page 5-8.

When you enter the WRKFTRSLTE command, a display similar to the following is
shown. You can also access this display by selecting option 5 (Work with filter

selection entries) on the Work with Filters display.

-
Work with Filter Selection Entries
System: RCHAS209
Filter . . . . . . . . TIMOTHY
Library . . . . . . . TGFLIB
Type v v v v v *ALR

Type options, press Enter.

1=Add 2=Change 3=Copy 4=Remove 5=Display 7=Move

Sequence

Opt Number Group

Selection data

_ oolo HARDWJOE *IF *RSCTYPE *EQ DKT *OR *RSCTYPE *EQ TAP
_ 0020 HARDWARE1 *TF *MSGID *CT 9999 *AND *MSGSEV *GT 40
_ 0o30 GROUP1 *IF *HARDWARE *CT '9406 ' *OR *HARDWARE *CT '9...
_ 0o4o BITBUCKET *IF *RSCNAME *EQ CHI* *OR *RSCNAME *EQ DET*
_ 0050 GROUP2 *IF *MSGID *EQ CPF1234 *OR *MSGID *EQ CPD8933 ...
_ 0065 GROUP1 *IF *MSGID *NE CPF9999 *AND *MSGSEV *GE 40
_ boso *DEFAULT *IF *MSGID *NE CPF9999 *AND *MSGSEV *LT 40
*LAST *DEFAULT *ANY

To create an alert selection entry, select option 1 (Add) from the Work with Filter
Selection Entries display. An Add Alert Selection Entry (ADDALRSLTE) display

similar to the following appears.

-

Type choices, press Enter.

Add Alert Selection Entry (ADDALRSLTE)

After the filter is created, specific selection and action entries can be added.

Filter o v v v v v v v v v v MYFILTER Name
Library . . o o o 0 0 o0 MYLIB Name, *LIBL, *CURLIB
Selection data: _
Relationship . . . . . . . .. *IF *ANY, *IF, *AND, *OR
Attribute . . . . . .. Ce *RSCNAME__ *ORIGIN, *RSCNAME...
Relational operator . . . .. *EQ *EQ, *GT, *LT, *NE, *GE...
Value . . v v v v v v v L, CHICAGO1
+ for more values _
Sequence Number . . . . . . .. *GEN 1-9999, *GEN
Group v v v v v v e e e CHICAGO___ Name, *DEFAULT

Use the Add Alert Selection Entry (ADDALRSLTE) display to add specific

selection entries to a filter. This display allows you to define selection criteria

used to group alerts by categories. Selection entries can also be added using
the Add Alert Selection Entry (ADDALRSLTE) command.
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The following is an example of an ADDALRSLTE command:

ADDALRSLTE FILTER(MYLIB/MYFILTER)
SELECT((*IF *RSCNAME *EQ CHICAGOI)
(*AND *RSCTYPE *EQ CP))
SEQNBR(*GEN)
GROUP (CHICAGO)

This command adds sequence number 10 to the MYFILTER filter in the MYLIB
library. An entry with a position of 10 is created because this is the first entry
that has been added to the filter. *GEN produces a sequence number greater
than the highest available sequence number in increments of or within bounda-
ries of 10. Any alerts that have a resource name of CHICAGO1 and a resource
type of control point (CP) are assigned to the CHICAGO group. For more infor-
mation about the ADDALRSLTE command, see the CL Reference manual.

You can use the following options and commands to change and remove alert
selection entries:

Change Select option 2 (Change) from the Work with Filter Selection Entries
display, or use the Change Alert Selection Entry (CHGALRSLTE)
command.

Remove Select option 4 (Remove) from the Work with Filter Selection Entries
display, or use the Remove Alert Selection Entry (RMVFTRSLTE)
command.

Working with Alert Action Entries

5-6

Use the Work with Filter Action Entries (WRKFTRACNE) command to access all
the filter action entry functions available. The WRKFTRACNE command allows
you to work with a list of filter action entries to add, change, copy, remove,
display, rename, or print action entries. For information on printing action
entries, see “Printing Alert Filters and Filter Components” on page 5-8.

When you enter the WRKFTRACNE command, a display similar to the following is
shown. You can also access this display by selecting option 8 (Work with filter
action entries) on the Work with Filters display.

~
(> Work with Filter Action Entries
System: RCHAS209
Filter . . . . . . . . TIMOTHY
Library . . . . o . . TGFLIB
Type o v v v o0t *ALR

Type options, press Enter.
1=Add  2=Change  3=Copy 4=Remove 5=Display  7=Rename

TROUBLE LOG(*YES) ASNUSER(DEBRA) SEND(*FOCALPT) SEND(EASTSEA.HEAD...
*DEFAULT LOG(*NETATR) ASNUSER(*NONE) SEND(*FOCALPT) SNDDTAQ(*NONE)

Opt  Group Actions
: BITBUCKET LOG(*NO) ASNUSER(*NONE) SEND (*NONE) SNDDTAQ(*NONE)
_ GROUP1 LOG(*YES) ASNUSER(*NONE) SEND(*FOCALPT) SNDDTAQ(*NONE)
_ GROup2 LOG(*NETATR) ASNUSER(THOMAS) SEND(APPN.DETROIT) SEND(*FOC...
_ HARDWARE1 LOG(*YES) ASNUSER(*NONE) SEND(*FOCALPT) SEND(NORTHWST.STP...
HARDWAREZ LOG(*YES) ASNUSER(*NONE) SEND(*NONE) SNDDTAQ(USERLIB/HARD...
JOES LOG(*NETATR) ASNUSER(CARL) SEND(*FOCALPT) SNDDTAQ(*NONE)
TEMPLOOK LOG(*YES) ASNUSER(JOSHUA) SEND(*NONE) SNDDTAQ{*NONE)
(
(
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To add an alert action entry, select option 1 (Add) from the Work with Filter
Action Entries display. An Add Alert Action Entry (ADDALRACNE) display similar
to the following appears. This is the first part of a two-part display.

4 N
Add Alert Action Entry (ADDALRACNE)

Type choices, press Enter.

Filter « v v v v v v v v v v W Name
Library o o v v o 000 *LIBL Name, *LIBL, *CURLIB
Group v v v v e e e e e Name
Logalert . . v v v v v v v . *NETATR___ *YES, *NO, *NETATR
User assigned . . . . . . . .. *NONE Name, *NONE
Send to system:
Network ID . . . . . . . . .. *NONE Name, *NETATR, *FOCALPT..
Control Point . . . . . . . . Name

+ for more values _

You can page down to see the second part of the display. It is similar to the
following:

4 N
Add Alert Action Entry (ADDALRACNE)

Type choices, press Enter.

Send to data queue: _
Data queue . . . . . ... . *NONE Name, *NONE

Library . . . o o o oo Name, *LIBL, *CURLIB

Data queue key . . . . . . ..

+ for more values _

After the selection entries are created, specific action entries can be added in
any order. Use the Add Alert Action Entry (ADDALRACNE) display to add spe-
cific action entries to a filter. The action entries define the actions that should be
taken for an alert that has been assigned to the specified group. This display
allows you to define the actions for the specified group. Action entries can also
be added using the Add Alert Action Entry (ADDALRACNE) command. The fol-
lowing is an example of an ADDALRACNE command:

ADDALRACNE FILTER(MYLIB/MYFILTER)
GROUP(CHICAGO)
LOG (*NETATR)
ASNUSER (CHICAGOOPR)
SEND (*FOCALPT) SEND (*NETATR.MILUWKEE)
SNDDTAQ (*LIBL/ALERTDTAQ)

This command adds the action entry which defines the actions for the group
CHICAGO. The actions are:
* Log the alert based on the ALRLOGSTS network attribute.

* Send the alert to this system’s focal point and send the alert to the system
with the control point name MILWKEE.

* Send notification of the alert to the ALERTDTAQ data queue.
* Assign the alert to user CHICAGOOPR.
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For more information about the ADDALRACNE command, see the CL Reference
manual.

You can use the following options and commands to change and remove alert

action entries:

Change Select option 2 (Change) from the Work with Filter Action Entries
display, or use the Change Alert Action Entry (CHGALRACNE)
command.

Remove Select option 4 (Remove) from the Work with Filter Action Entries
display, or use the Remove Alert Action Entry (RMVFTRACNE)
command.

Printing Aiert Fiiters and Fiiter Componenis

5738SS1 V2R2ZMO

Filter

Sequence
Number

0010
0020
0030
0040
0065
0080
0090
*LAST

Group

BITBUCKET
GROUP1
GROUP2
HARDWARE1
HARDWARE2
JOES
TROUBLE

TEMPLOOK
*DEFAULT

To print the selection and action entries for an alert filter, press F6 (Print) on the
Work with Filter (WRKFTR) display. The print command creates a spool file. The
spool file contains all selection entries in sequence followed by all action entries
in sequence for the filter you select.

Figure 5-3 is an example printout of a filter. The selection entries added using
the ADDALRSLTE command and the action entries added using the
ADDALRACNE command are shown. The default entries added when the filter
was created are also included.

Display Filter Page 1

KAKKKK RCHAS209 01/03/92 08:33:54
e e e TIMOTHY
e e e TGFLIB
e e e *ALERT

C e e e e Timothy's filter

Group Selection data

HARDWARE1 *IF *MSGID *CT 9999 *AND *MSGSEV *GT 40

GROUP1 *IF *HARDWARE *CT '9406 ' *OR *HARDWARE *CT '9404 '

BITBUCKET *IF *RSCNAME *EQ CHI* *OR *RSCNAME *EQ DET*

GROUP2 *IF *MSGID *EQ CPF1234 *OR *MSGID *EQ CPDB933 *OR *MSGID *EQ CPI9807 *AND *RSCNAME *EQ DETROIT
GROUP1 *IF *MSGID *NE CPF9999 *AND *MSGSEV *GE 40

*DEFAULT *IF *MSGID *NE CPF9999 *AND *MSGSEV *LT 40

JOES *IF *MSGSEV *LE 30 *AND *MSGID *LT CPF*

*DEFAULT *ANY

Actions

LOG(*NO) ASNUSER(*NONE) SEND(*NONE) SNDDTAQ(*NONE)
LOG(*YES) ASNUSER(*NONE) SEND(*FOCALPT) SNDDTAQ(*NONE)
LOG(*NETART) ASNUSER (THOMAS) SEND(APPN.DETROIT) SEND(*FOCALPT) SNDDTAQ(*NONE)
LOG(*YES) ASNUSER(*NONE) SEND(*FOCALPT) SEND(NGRTHWST.STPAUL) SNDDTAQ(USERLIB/HARDWAREQ)
LOG(*YES) ASNUSER(*NONE) SEND(*NONE) SNDDTAQ(USERLIB/HARDWAREQ)
LOG(*NETART) ASNUSER(CARL) SEND(*FOCALPT) SNDDTAQ(*NONE)
LOG(*YES) ASNUSER(DEBRA) SEND(*FOCALPT) SEND(EASTSEA.HEADQRTS) SNDDTAQ(*CURLIB/TROUBLEQ)
SNDDTAQ(*LIBL/TEMP) SNDDTAQ(*CURLIB/TROUBLEQ)
LOG(*YES) ASNUSER(JOSHUA) SEND(*NONE) SNDDTAQ(*NONE)
LOG(*NETATR) ASNUSER(*NONE) SEND(*FOCALPT) SNDDTAQ(*NONE)
FrAx* End O0f Listing **#*AA

Pgpigigiy

Figure 5-3. Example Alert Filter Printout
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To print only the selection entries for a filter, press F6 (Print) from the Work with
Selection Entries (WRKSLTE) display. To print only the action entries for a filter,
press F6 (Print) from the Work with Action Entries (WRKACNE) display.

Using the Data Queue for Automation

You can use data queues to help you automate responses to alerts. When an
alert is created or received by a system, the filter used by the alert can be set
up to send an alert notification record to a data queue. This is controlled by the
SNDDTAQ parameter on the action entry.

The data queue can be monitored by your own systems management application
designed to automate responses to the alerts. When the alert notification is
received by the data queue, the application can use the retrieve alert application
program interface (API), QALRTVA, to retrieve the alert from the alert database.
Once the alert is retrieved, the application can do any further processing that is
required. Refer to the System Programmer’s Interface Reference manual for
more information on the QALRTVA AP

Setting Up Alert Filters for a Network

An alert filter can be set up in any number of ways on a network. Figure 5-4 on
page 5-10 shows an example network with four AS/400 systems. The STLOUIS
system is the focal point, with SEATTLE, CHICAGO, and ATLANTA as entry point
systems in the STLOUIS system’s sphere of control. The network administrator
decides that all alerts for all systems should be sent to the focal point system.
And because there is an operator working on the CHICAGO system who is an
expert in resolving tape problems, all tape-related alerts for all systems should
be sent to CHICAGO. This is the alert filter policy for this network.
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Sphere of STLOUIS
Control AS/400 System
SEATTLE Focal Point
CHICAGO
ATLANTA
ALRSTS(*ON)
ALRLOGSTS(*ALL)
T
|
I
|
i
|
j
|
SEATTLE CHICAGO f ATLANTA
AS/400 System AS/400 System i AS/400 System
|
Entry Entry i Entry
Point Point i Point
|
|
‘____
ALRSTS(*ON) ALRSTS(*ON) ALRSTS(*UNATTEND)
ALRLOGSTS(*LOCAL)  f------------- +» ALRLOGSTS(*ALL) Dttt ALRLOGSTS(*NONE)
Tape Operator
Test System (TAPEOPR)
Legend:

—» All Alerts

....... -+ TAP* Alerts Only

RV2P905-1

Figure 5-4. Example Alert Network

Using the Change Network Attributes (CHGNETA) command, the network admin-
istrator designates STLOUIS as the alert primary focal point system. The admin-
istrator at STLOUIS sets up the sphere of control using the Work with Sphere of
Control (WRKSOC) command to include the nodes from which STLOUIS receives
alerts. In this example, the entry point systems SEATTLE, CHICAGO, and
ATLANTA send their alerts to STLOUIS.

SEATTLE is an attended test system. All alerts are sent to the focal point
STLOUIS. ATLANTA is an unattended system. As there is no operator working
on ATLANTA, all alerts are sent to STLOUIS. Tape alerts from SEATTLE and
ATLANTA are sent to CHICAGO.

CHICAGO is attended. There is an operator specializing in tape problems
working on the CHICAGO system. Therefore, all tape-related alerts from
SEATTLE, ATLANTA, and STLOUIS are received by CHICAGO. This way the
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operator most qualified to handle the tape errors can work on all tape problems
for the network. All CHICAGO alerts are sent to the focal point STLOUIS for pro-
cessing.

The operators at STLOUIS work on all alerts from all systems in the network,
except for tape alerts. All tape alerts are sent to CHICAGO where they are pro-
cessed.

To set up the most efficient way to route and process the alerts, the network
administrator decides to add filters to the network.

Creating the Alert Filter for the ATLANTA System

To set up this alert routing, the network administrator uses alert filters. To
create the filters, the Create Filter (CRTFTR) command is used. The CRTFTR
command creates a filter with a default selection entry and a default action
entry. In this example, the network administrator starts with the ATLANTA
system. The filter for the ATLANTA system must send all alerts to STLOUIS and
also send tape alerts to CHICAGO. The network administrator types the fol-
lowing command:

CRTFTR FILTER(ALRLIB/FILTER3)
TYPE (*ALR)
AUT (*EXCLUDE)
TEXT('Alert filter for the ATLANTA system')

This command creates a filter called FILTER3 in library ALRLIB. The type is
*ALR and the public has no authority to the filter.

Adding Alert Selection Entries

After the filter is created, the specific selection and action entries can be added.
The Add Alert Selection Entry (ADDALRSLTE) command allows you to define
selection criteria that will categorize a group of alerts. In this example, the filter
policy states that all tape alerts are to be grouped. The network administrator
types the following command:

ADDALRSLTE FILTER(ALRLIB/FILTER3)
SELECT(*IF *RSCTYPE *EQ TAP)
SEQNBR(10)
GROUP (TAPERROR)

This command adds a selection entry 10 to the filter FILTERS in library ALRLIB.

A sequence number of 10 places this entry first in the filter. This is the first entry
that is read by the filter. Any alerts that have a resource type of TAP are
assigned to the group TAPERROR.

Adding Alert Action Entries

After the selection entries are added, the action entries can be added. The Add
Alert Action Entry (ADDALRACNE) command adds an entry to the specified alert
filter. The entry describes the actions that should be taken for an alert that has
been assigned to the specified group.
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5738551 V2R2MO

Filter . . .

Sequence
Number

0010
*LAST

Group

TAPERROR
*DEFAULT

In this example, the filter policy states that all tape alerts are sent to CHICAGO.
The network administrator types the following command:

ADDALRACNE FILTER(ALRLIB/FILTER3)
GROUP (TAPERROR)
LOG (*NETATR)
SEND (*NETATR. CHICAGO)
SEND (*FOCALPT)

The actions defined for alerts in the group TAPERROR are:

1. Log the alert based on the ALRLOGSTS network attribute.
2. Send the alert to the system CHICAGO.
3. Send the alert to the focal point system.

Printing the Alert Filter

To check the entries, the network administrator uses a printout of the filter
object. You can obtain a printout of the selection and action entries for a filter
by option 6 (Print) on the Work with Filter (WRKFTR) display. The print command
creates a spool file. The spool file contains all selection entries in sequence
followed by all action entries in sequence. Figure 5-5is an example printout of
the FILTERS filter used on the ATLANTA system.

Display Filter Page 1
KAKKKK ATLANTA 01/03/92 08:33:54
.+« ..t FILTER3
¢ e e a0t ALRLIB
Ce e e *ALR

Ce e e Alert filter for the ATLANTA system

Group Selection data

TAPERROR *IF *RSCTYPE *EQ TAP
*DEFAULT *ANY

Actions

LOG(*NETATR) ASNUSER (*NONE) SEND(*NETATR.CHICAGO) SEND(*FOCALPT) SNDDTAQ(*NONE)
LOG(*NETATR) ASNUSER (*NONE) SEND(*FOCALPT) SNDDTAQ(*NONE)
xxxrx End 0f Listing **#*w#

Figure 5-5. Example Alert Filter Used on the ATLANTA System

| Creating the Alert Filter for the SEATTLE System

l
|
|
f
|
|

The alert filter for the SEATTLE system is the same as for the ATLANTA system.

Creating the Alert Filter for the CHICAGO System

To create the filter for the CHICAGO system, the network administrator reviews
the filter policy for that system. All tape-related alerts from SEATTLE, ATLANTA,
and STLOUIS are received by CHICAGO. All CHICAGO alerts are sent to the
focal point STLOUIS for processing. Figure 5-6 on page 5-13 is an example
printout of the FILTER4 filter used on the CHICAGO system.
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Display Filter
5738SS1 V2R2MQ  ***x**

Filter . . . . . .+ ¢ FILTER4
Library . « « o o v o2 ALRLIB
Type « v v v v vt *ALR
Text « v v v v v v .t Alert filter for the CHICAGO system

Page 1
ATLANTA 01/03/92 08:33:54

Sequence

Number Group Selection data

0010 LOCALTAPE *IF *RSCTYPE *EQ TAP *AND *ORIGIN *EQ L

0010 REMOTETAPE ~ *IF *RSCTYPE *EQ TAP

*LAST *DEFAULT *ANY

------------------------------------ Action Entries-------=--=--ococooo—o
Group Actions

LOCALTAPE LOG(*NETATR) ASNUSER(TAPEOPR) SEND(*FOCALPT) SNDDTAQ(*NONE)

REMOTETAPE LOG(*NETATR) ASNUSER(TAPEOPR) SEND(*NONE) SNDDTAQ(*NONE)
*DEFAULT LOG(*NETATR) ASNUSER(*NONE) SEND(*FOCALPT) SNDDTAQ(*NONE)
*x*xx*x End O0Of Lis

Figure 5-6. Example Alert Filter Used on the CHICAGO System

t-ing * k Kk Kk X

Creating the Alert Filter for the STLOUIS System

The last filter to add is for the focal point system STLOUIS. To create the filter
for the STLOUIS system, the network administrator reviews the filter policy for
that system. All alerts from all systems are forwarded to STLOUIS. Tape alerts
are sent to CHICAGO.

After creating the filter and adding the selection and action entries, the network
administrator prints out a copy of the STLOUIS filter. Figure 5-7 is an example
printout of the FILTER1 filter used on the focal point STLOUIS system.

Display Filter Page 1
5738SS1 V2R2MO  **#*** RCHAS209 ©01/03/92 08:33:54
Filter . . o . . v . ¢ FILTER1
Library « .« . o o . 2 ALRLIB
Type « o v v v v H *ALERT
Text o v v v v v . Alert filter for the STLOUIS System

Sequence
Number Group Selection data
0010 TAPERROR *IF *RSCTYPE *EQ TAP *AND *ORIGIN *EQ L
*LAST *DEFAULT *ANY
———————————————————————————————————— Action Entries---------cooooooooo-
Group Actions
TAPERROR LOG(*NETATR) ASNUSER(*NONE) SEND(*NETATR.CHICAGO) SNDDTAQ(*ALRLIB/ALERTDTAQ)
*DEFAULT LOG(*NETATR) ASNUSER(*NONE) SEND(*NONE) SNDDTAQ(*ALRLIB/ALERTDTAQ)
*

**x** End O0Of Listing ***=*#*

Figure 5-7. Example Alert Filter Used on the STLOUIS System

Figure 5-7 shows that the local alerts and the received alerts are filtered through
the FILTER1 filter. The filter definition states that all tape aleris originating at the
local system are assigned to the TAPERROR group. The filter definition also
sends a notification of all alerts from the TAPERROR group to the ALERTDTAQ
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data queue and sends them to the CHICAGO system. All other alerts are logged
in the ALERTDTAQ data queue and remain on the STLOUIS system.

The complete alert routing for the network is shown in Figure 5-8.

Sphere of STLOUIS
Control AS/400 System
SEATTLE Focal Point
CHICAGO
ATLANTA
Local
Alerts
FILTER1 <
4
SEATTLE CHICAGO

AS/400 System

AS/400 System

Entry
Point

FILTER2 ¢

Test System

f

Local
Alerts

Entry
Point

e [T Ty U U

FILTER4

,‘,__

Tape i

Alerts

Tape Operator
(TAPEOPR)

?

Local
Alerts

| Figure 5-8. Example Alert Network Using Alert Filters
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| Using a Systems Management Application with Alert Filters

|
|
I
l
l
f
!
l
|
I
l

In addition to demonstrating alert routing, the network described in Figure 5-8 on
page 5-14 shows how a systems management application can use filters.

The network administrator can track how many alerts of each type are created
on each system in the network. To do this, the network administrator asks a
systems programmer to write an accounting application that monitors the data
gueue. The network administrator designs the filters to forward notifications of
alerts from all systems to the STLOUIS system and to add notification of those
alerts to the ALERTDTAQ data queue. The systems management application
monitors the data queue. Using the notification information in the data queue,
the application produces a weekly report that shows the number of alerts of each
type that were created on each system for the preceding week. You can use the
QALRTVA API to retrieve the alerts from the alert database from notifications on
the data queue.
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Chapter 6. Host System Programming Considerations for DSNX

The host system programmer should read the following summary of program-
ming considerations. This information should not be needed by the AS/400 pro-
grammer. When the support is configured, the AS/400 programmer must be
provided with certain parameter values that were specified during host system
generation.

Additional information about the NetView DM and VTAM programs an be
obtained from the manuals listed in the “Bibliography” on page J-1.

VTAM/NCP Programming Considerations

Before communications can occur between the NetView DM host system and
0S/400 DSNX, VTAM/NCP generation must be done on the host system. All
AS/400 systems to be included in the network must be defined during the
VTAM/NCP generation. Because each AS/400 line is represented as a physical
unit to VTAM/NCP, each AS/400 line that the DSNX support uses requires a
physical unit definition in the generation. And because the DSNX session is con-
sidered an SNA logical unit, the session requires a logical unit definition.

A description of all the parameters affecting DSNX definition types follows.

Physical Unit Definition Parameters

Thna f~ nn param +r\-—n ~An th hyvai
IIIC IUIIUVVII Y parailicicio uii L

apply to the DSNX pport:

ADDR = xx
Specifies the station address, a 2-character hexadecimal value from 01 to FE.

DISCNT = NO/YES
Specifies whether VTAM/NCP is to disconnect the physical unit when the last
logical unit session is ended. DISCNT=NO allows the AS/400 system to
remain connected when no sessions are active; the physical unit is deacti-
vated when the last device on the line is varied off. DISCNT =YES discon-
nects the AS/400 system when the last session ends; the DSNX support
remains active until the device is varied off. DISCNT =YES also causes the
VTAM program to ignore the AS/400 vary off request. If switched lines and
multiple locations are configured, specify DISCNT =YES.

IDBLK = 056
IDBLK must be specified as 056 for an AS/400 system.

IDNUM = number
The IDBLK and IDNUM parameters make up the SDLC exchange identifier.
These parameters are specified only for a switched line.

ISTATUS = ACTIVE/INACTIVE
Specifies whether the physical unit should be activated when its major node
is activated.

MAXDATA = 2057
Specifies the maximum amount of data, including the transmission header
and request/response header, that the physical unit can receive. The AS/400
system accepts a maximum of 2057 bytes.
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MAXOUT =7
Specifies the number of Path Information Units (PIUs) that VTAM/NCP will

send to the AS/400 system before requesting a response. For best perfor-
mance, 7 should be specified.

PUTYPE = 2
The physical unit type must be 2.

SSCPFM = USSSCS
Specifies that the AS/400 logical units associated with this physical unit use
character-coded messages for communications with VTAM/NCP. The AS/400

system requires character-coded messages.

USSTAB = name
Specifies the name of a USS definition table. For DENX, USSTAB must
support the PL1 format of the LOGON command.

Logical Unit Definition Parameters
The following parameters on the logical unit (LU macroinstruction) definition
apply to the DSNX support:

ENCR = NONE
Specifies the type of encryption to be used. Encryption is not supported by
the AS/400 system for the DSNX support, so NONE must be specified.

LOCADDR = address
Specifies the local address of the session. The local address is equivalent to
a logical unit number and matches the LOCADR parameter on the device
description of the AS/400 system.

ISTATUS = ACTIVE/INACTIVE
Specifies whether the logical unit is to be activated when the physical unit is

activated.

PACING = count
Specifies the way pacing is to be handled between VTAM/NCP and the
logical unit. Pacing controls the rate of data flow between the 0S/400
program and the host system. Pacing allows the receiver to control the rate
at which the sender sends requests.

Each OS/400 logical unit has both a sending and a receiving pacing value.
The AS/400 system supports all valid values for sending and receiving
pacing from 0 to 63. A value of 0 indicates pacing will not be enforced.

DLOGMOD = name
Specifies the logon mode table entry to be used in the bind command to this

LU.
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PCCU Macro Considerations

Caution should be used when VTAM/NCP is generated for use with NetView
DM/DSNX. The value for the MAXDATA parameter on the VTAM PCCU macroin-
struction must be large enough to accommodate the request/response unit (RU)
size defined for the NetView DM/DSNX session. If the MAXDATA parameter
value is not large enough to contain both an RU and SNA header information,
then the VTAM program does not send all the data sent to it by NetView DM. If
the file sent by the VTAM program is:

* Not large enough, a message may be logged to the DSNX error log file that
states that the received file is not complete. If the message is sent, the file
that is not complete exists on your system.

* Too large, the NetView DM session may end abnormally.

Note: Do not confuse the VTAM PCCU macroinstruction with the PU macroin-
struction (described on page 6-1), which also has a MAXDATA parameter.

Host System Work Sheet

The work sheet, shown in Figure 6-1 should be used to coordinate the AS/400
subsystem configurations and the VTAM/NCP host system generation. This work
sheet can be used for the configuration of the SNUF support used with DSNX and
the APPC support used to send alerts.

It is recommended that you use this work sheet in one of the following ways:
¢ Have the host system personnel fill out the work sheet and then use those
values to configure an AS/400 system for DSNX or alerts.

* You configure the AS/400 system, fill out the work sheet, and then give the
work sheet to the host system personnel.

AS/400 Value

Generation Parameter Description

Host Configuration Entry

The value specified for the IDNUM parameter
of the PU macro during VTAM/NCP generation.

The value specified for the ADDR parameter of
the PU macro during VTAM/NCP generation.

The value specified in the START procedure for
VTAM/NCP as the SSCPID (system services
control point identifier).

The values specified for the LOCADR parame-
ters of the LU macros during VTAM/NCP gener-
ation. Up to 255 LU addresses can be assigned
to an AS/400 system under one physical unit.

The name of the NetView DM application ID
under which the specified plan was submitted.
The application ID should be provided by the
NetView DM coordinator at the host site.

Line parameter
EXCHID first 3
characters =056 for an
AS/400 system

Controller STNADR

Controller SSCPID

Device LOCADR

APPID parameter in
the RLSRMTPHS
command

Figure 6-1. AS/400 Support VTAM/NCP Configuration Work Sheet
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Chapter 7. Before Running DSNX

Before you can use DSNX, you must configure the proper support on your
system. This chapter discusses the following configuration topics:

0S/400 DSNX support

— DSNX host interface subsystem

— DSNX request processor subsystem

— DSNX/PC Support/400 subsystem

NetView DM host to DSNX host interface configuration

Host system logon modes

— DSNX logon modes (via NetView DM)

— DSNX start-up considerations

Defining your AS/400 system to NetView DM

— DSNX host interface-to-DSNX request processor configuration
— DSNX host interface-to-DSNX/PC Support/400 configuration
— DSNX/PC Support/400-to-PC configuration

— Defining your PC nodes to NetView DM

DSNX/PC distribution queues

0S/400 DSNX Support
The DSNX support on the AS/400 system includes the following:

The DSNX host interface. The host interface:
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— Routes NetView DM requests through object distribution and SNA distri-

bution services (SNADS) to the end (destination) nodes.

— Receives responses from end nodes using object distribution. End nodes
are nodes in APPN networks that can be a source or target node, but do
not provide any routing or session services to any other node.

— Sends NetView DM responses to the System/370 or System/390 host
through a SNUF connection.

The DSNX request processor. The request processor handles DSNX distribu-
tions when the distribution gets to the AS/400 system that is the end node.
The request processor:

— Receives NetView DM requests from object distribution (or SNADS).
— Processes the request.

— Routes a response back to the host interface node.

* The DSNX/PC Support/400. The DSNX/PC Support/400 is used to keep distri-

butions for personal computers that are directly attached to a particular
AS/400 system. The DSNX/PC Support/400:

— Receives NetView DM requests from SNADS.
— Places the requests for each personal computer on a queue.

— Sends the NetView DM requests to the personal computer when the per-
sonal computer requests them.
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— Receives NetView DM responses from the personal computer and routes
them into SNADS for delivery to the host interface node.

Each part of the DSNX support runs under a subsystem. For the host interface
and the DSNX/PC Support/400, you specify the subsystem to be used. For the
request processor, the QDSNX subsystem is shipped with the AS/400 system.

DSNX Host Interface Subsystem
The DSNX host interface is the part of 0S/400 DSNX that communicates with the
host. All host interface jobs are started by the host through the SNUF program
start request. These jobs must run under a subsystem description. You can
define one or make changes to an existing subsystem description, as shown in
the following examples.

To start DSNX host interface jobs, a communications entry must exist in some
subsystem description for the SNUF device that is used to communicate with the
host. This communications entry must contain a default user ID (no special
authority is needed) and a job description (which the default user is permitted to
use). If no subsystem description is found containing a communications entry for
the SNUF device, the system default communications entries are used.

In the same subsystem description that contains the communications entry, there
must be a routing entry that specifies how the DSNX host interface jobs are
started, as shown in the following examples. The routing entry is an entry in a
subsystem description that specifies the program to be called to control a

routing step that runs in a subsystem.

Exampie 1: Use the foliowing commands if you want to use an existing sub-
system. The example uses the DSNX request processor subsystem
(QGPL/QDSNX) shipped with the AS/400 system. For more information about the
DSNX request processor subsystem, see “DSNX Request Processor Subsystem”
on page 7-3.

1. Add a communications entry for each device through which the DSNX host
interface communicates with the host. In this example one entry is added for
device SNUFDEV.

ADDCMNE SBSD (QGPL/QDSNX) DEV(SNUFDEV) JOBD(QGPL/QDSNX)
DFTUSR (QDSNX)

The QDSNX job description and QDSNX user profile are also shipped with
the AS/400 system.

2. Add a routing entry.

ADDRTGE SBSD (QGPL/QDSNX) SEQNBR(20) CMPVAL('PGMEVOKE' 29)
PGM(*RTGDTA) CLS(QGPL/QDSNX)

The QDSNX class is shipped with the AS/400 system.

To start the QDSNX subsystem, type the command:
STRSBS QGPL/QDSNX

For this example. when the host starts the DSNX host interface, the job names
are: jobnum/QDSNX/SNUFDEV.
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Example 2: Use the following commands if you want to create a separate sub-
system for the DSNX host interface. Although any library can be used, this
example uses library QGPL.

1. Create a subsystem description called DXSBSD (any name can be used).

CRTSBSD SBSD(QGPL/DXSBSD) POOLS((1 *BASE))
TEXT('DSNX host interface subsystem') AUT(*USE)

2. Create an output queue called DXOUTQ (any name can be used). This name
is used on the job description. You may also choose to use an existing
output queue rather than create one.

CRTOUTQ QGPL/DXOUTQ TEXT('DSNX host interface output queue')

3. Create a user profile to be used in the communications entry (in this
example DXUSR). A user profile is an object with a unique name that con-
tains the user’s password, the list of special authorities assigned to a user,
and the objects the user owns.

CRTUSRPRF USRPRF (DXUSR)
You can also use an existing user profile.

4. Create a job description called DXJOBD (any name can be used). This name
is used in the communications entry. You may also choose to use an
existing job description rather than create one.

CRTJOBD JOBD(QGPL/DXJOBD) OUTQ(QGPL/DXOUTQ) USER(DXUSR)
LOG(4 0 *SECLVL) AUT(*CHANGE)
TEXT('DSNX host interface job description')

5. Add a communications entry for each device through which the host inter-
face communicates with the host. In this example one entry is added for
device SNUFDEV.

ADDCMNE SBSD (QGPL/DXSBSD) DEV (SNUFDEV) JOBD (QGPL/DXJOBD)
DFTUSR (DXUSR)

6. Create a class called DXCLS (any name can be used). This name is used in
the routing entry. You may also choose to use an existing class rather than
create one. See the Work Management Guide for more information about
subsystems.

CRTCLS CLS(QGPL/DXCLS) TIMESLICE(10000) DFTWAIT(300)
TEXT('DSNX host interface class')

7. Add a routing entry.

ADDRTGE SBSD(QGPL/DXSBSD) SEQNBR(25) CMPVAL('PGMEVOKE' 29)
PGM (*RTGDTA) CLS(QGPL/DXCLS)

To start the DXSBSD subsystem, type the command:
STRSBS QGPL/DXSBSD

For this example, when the host starts the DSNX host interface, the job names
are: jobnum/DXUSR/SNUFDEV.

DSNX Request Processor Subsystem

The request processor is the part of 0S/400 DSNX that processes the request.
The request processor runs under the QGPL/QDSNX subsystem, which is
shipped with the AS/400 system.

* |If the AS/400 system is configured as a direct node and the request
processor is not active, any request sent to the AS/400 system will not be
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done until the request processor is started and NetView DM takes further
action.

* |If the AS/400 system is configured as an intermediate node and the QDSNX
subsystem is not active, any request sent to the AS/400 system is placed in
an internal system queue until the subsystem is started. To start the QDSNX
subsystem, type the command:

STRSBS QGPL/QDSNX
The job that is started is: jobnum/QDSNX/QDSNX.

The QDSNX subsystem is shipped with a routing entry for the request
processor automatic-start job. This routing entry should not be deleted. If
the routing entry is deleted by mistake, recreate the entry by using the fol-

ADDRTGE SBSD (QGPL/QDSNX)
SEQUBR(25) CMPVAL('QDSNX")
PGM (QSYS/QDXDDOER)

CLS (QGPL/QDSNX)

DSNX/PC Support/400 Subsystem

7-4

The DSNX/PC Support/400 is the part of 0S/400 DSNX that holds the distributions
sent to the personal computers that are directly attached to the AS/400 system.
The personal computer starts the DSNX/PC Support/400 over an LU6.2 session
both when the personal computer wants any distributions that are waiting on the
queue on the AS/400 system and when the personal computer wants to send a
response back to the host.

The personal computer communicates with an AS/400 system using an APPC
session. The configuration details are discussed in “DSNX/PC Support/400-to-PC
Configuration” on page 7-12. Because the APPC device is automatically config-
ured, the DSNX/PC Support/400 normally runs under the subsystem with the
default *APPC routing entry. If you do not want the DSNX/PC Support/400 jobs
running under the subsystem with the *APPC routing entry, you can create a new
subsystem (or use an existing one) and add a communications entry for the
APPN remote location. For more information about configuring for an APPN
network, refer to the APPN Guide or the 0S/400* Communications Configuration
Reference manual.

The following example changes an existing subsystem description to run the
DSNX/PC Support/400 jobs. The subsystem is QGPL/QDSNX, which is the DSNX
request processor subsystem shipped with the AS/400 system.

1. When the session to the personal computer is established, you must deter-
mine the remote location of the personal computer. The remote location
name should match the controller name for a local area network line or the
device description for a twinaxial data link control (TDLC) line. For more
information about the personal computer configuration, see “DSNX/PC
Support/400-to-PC Configuration” on page 7-12. For this example, the
remote location is DXPCO00.

2. Add a communications entry for the remote location.

ADDCMNE SBSD(QGPL/QDSNX) RMTLOCNAME (DXPCOO) JOBD (QGPL/QDSNX)
DFTUSR(QDSNX)

The QDSNX job description and QDSNX user profile are shipped with the
AS/400 system.
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To start the QDSNX subsystem, type the command:
STRSBS QGPL/QDSNX

For this example, when the personal computer starts the DSNX/PC Support/400,
the job names are: jobnum/user-ID/DXPCOO.

NetView DM Host to DSNX Host Interface Configuration

Some of the values specified during DSNX configuration must match values
specified at the host system during generation of the communications network.

A host system work sheet is provided in Figure 6-1 on page 6-3. You can do
either of the following:

e Have the host system personnel provide you with the information for the
work sheet and then use those values to configure DSNX.

* Fill out the work sheet yourself, configure DSNX using the values you speci-
fied on the work sheet, and then provide that information to the host system
personnel. They can then use it to generate the host communications
network.

You describe the AS/400 system support by using the configuration menu
options, which present a series of displays that prompt you for the needed con-
figuration information.

The line, controller, and device descriptions define the physical characteristics of
the communications connection that is used by DSNX and a description of the
host system with which they communicate. The information in the line
description is needed to establish the connection with the host system.

For DSNX, you specify the following in a line description:
* The physical characteristics of the communications line

e That the AS/400 system is the secondary data link role (*SEC)

The following control language (CL) commands are used to define the configura-
tion for the system in a program called CRTDSNX. This example shows these
commands used in a CL program; the configuration can also be defined using
the configuration menus.
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/**********************************************************************/

/* /
/* MODULE: CRTDSNX */
/* */
/* */
/*  LANGUAGE: CL */
/* */
/* FUNCTION: Configures a line, controller, and device for DSNX */
/* */
/* SDLC nonswitched line DSNXLIN */
/* Host Controller DSNXCTL */
/* SNUF Device SNUFDEV */
/* */
**********************************************************************/
PGM
/* Create the line description for the nonswitched SDLC line */
CRTLINSDLC LIND(DSNXLIN) + /* Call the line DSNXLIN */
RSRCNAME (LINO11) + /* LINO11 assigned by this system */
ONLINE(*NO) + /* Do not vary on automatically */
ROLE(*SEC) /* Secondary data link role */
/* Create the host controller description */
CRTCTLHOST CTLD(DSNXCTL) + /* Call the controller DSNXCTL */
LINKTYPE(*SDLC) + /* The 1ine will be SDLC */
ONLINE(*NO) + /* Do not vary on automatically */
APPN(*NO) + /* Not APPN capable, could be (*YES) */
/* depending on VTAM/NCP levels */
LINE(DSNXLIN) + /* The line will be DSNXLIN */
STNADR(C1) /* Station address */
/* Create the device description for SNUF */
CRTDEVSNUF DEVD(SNUFDEV) +  /* Call the device SNUFDEV */
LOCADR(01) + /* Device local address */
RMTLOCNAME (DSNXLOC) + /* Required */
ONLINE(*NO) + /* Do not vary on automatically */
CTL(DSNXCTL) + /* The controller will be DSNXCTL */
PGMSTRRQS (*YES) + /* Program start request */
RCDLEN(32761) + /* Record length DSNX will use */
BLKLEN(32761) + /* Block Tength DSNX will use */
DFTPGM(QSYS/QDXHRTR) + /* Default program */
HOST(*CICS) + /* Host system uses CICS */
APPLID (DSXNDM) /* APPLID not required to match host */
ENDPGM

See the 0S/400* Communications Configuration Reference manual for additional
descriptions and examples of how to configure for a SNUF network. Also see the
information about host programming considerations in the SNA Upline Facility
Programmer’s Guide.

08S/400 DSNX is an application program. It communicates with the host system
by using the SNUF support. When a request is received that SNUF recognizes as
being from the host, the 0S/400 DSNX support is started. The SNUF support and
the line, controller, and device descriptions contain the information needed for
communications.

To establish communications between the AS/400 system and a remote system,
use the Vary Configuration (VRYCFG) command to activate the desired line, con-
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troller, and device to be used by your application. This establishes a data link

between the AS/400 system and the NetView DM host system. The host system
must start a NetView DM transmission to the AS/400 system. The QDSNX sub-

system must be started for requests to be processed.

Host System Logon Modes

The NetView DM host system obtains the parameters for the bind command (an
SNA command used to start a session and define the characteristics of that
session) it sends to the node from a logon mode table entry. The logon mode
table in which the entry is found is identified by the dlogmod parameter on the
LU or PU macroinstruction for the node. An entry within the logon mode table is
defined by using the MODEENT macroinstruction.

DSNX Logon Modes (via NetView DM)

In NetView DM, the host system refers to the logon mode parameter in the gen-
eralized interactive executive (GIX). GIX is a function of the NetView Distribution
Manager licensed program that provides the host system user with interactive
use of NetView Distribution Manager.

The following is an example of a DSNX logon mode.

ASDSNX MODEENT LOGMODE=ASNDM4K,FMPROF=X'03',TSPROF=X'04",
PRIPROT=X'BO',SECPROT=X'BO",
COMPROT=X'4000"',RUSIZES=X"8989",
PSERVIC=X'000000000000000000000000 "

DSNX Start-Up Considerations

The DSNX host interface is started after the session is bound, when the first
DSNX data (such as a request header) is received. The logical unit on which
transmission is started is determined by NetView DM and by the VTAM/NCP gen-
eration. The host interface subsystem and the request processor must be
started at the AS/400 system for the NetView DM work to complete.

Defining Your AS/400 System to NetView DM

Each node that communicates with NetView DM must be defined to NetView DM.
In NetView DM, the nodes and resources to be used for 0S/400 DSNX commu-
nications are defined using the GIX menu on the host system. From the Gener-
alized Interactive Executive (GIX) Master Selection menu, select option 1
{Configure network), and then define the node type of each AS/400 node as SSP.
Select option 4 {Define nodes), then option 1 (Create) or option 2 {Change), to
define the following:

* The node name of an AS/400 system defined as a direct node can be any
valid NetView DM node name. A request to a direct node runs on the
AS/400 system that is directly attached to the host system.

The node name of each AS/400 system defined as an intermediate node is
the current system name as defined in the system network attributes.

* The logical unit parameter value you specify must match the name assigned
on one of the LU statements during VTAM/NCP generation.

This is the logical unit that corresponds to the SNUF device created on the
AS/400 system attached to the host system.
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You can use both direct and intermediate nodes if you define multiple logical
units; one or more logical units for direct and one logical unit dedicated as
intermediate.

» The logon mode parameter will show a default value that was defined during
NetView DM installation. You can use this value for the AS/400 system.

» The logon ID parameter specifies the user ID on the end node where the
request will run.

» The password parameter specifies the password of the AS/400 userid.
* The connection type can be specified as intermediate or direct.

See “NetView DM Session and Node Considerations” on page 8-7 for con-
siderations when defining direct and intermediate nodes. You can also

After the nodes are defined, you can create groups of these nodes, either using
option 7 {(Manage groups) on the GIX menu or using the DEF GROUP control
statement in the SUBMIT batch utility. Also, you must specify the node name or
group name (not both) during the definition of a phase, either using option 4
(Prepare plans) on the GIX menu or using the NODE or GROUP parameter of the
DEF PHASE control statement in the SUBMIT batch utility.

Resources to be used in a NetView DM transmission can be defined to NetView
DM. Both resource definition and resource assignment for node type SSP can
be done by selecting option 1 (Configure network) on the GIX menu.

For more information on GIX, see the NetView Distribution Manager User’s
Rrina

DSNX Host Interface-to-DSNX Request Processor Configuration
There are two different paths (routes between any two nodes) distributions can
take to get from the DSNX host interface to the DSNX request processor:

e If both are on the same AS/400 system, (always true when the system is a
direct node) object distribution distributes the requests and responses
between the DSNX host interface and the DSNX request processor as shown
in Figure 7-1 on page 7-9.
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NetView DM

LUO {SNUF)
System A

DSNX
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Interface
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Distribution

DSNX
Request
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Figure 7-1. DSNX Host Interface and DSNX Request Processor on the Same AS/400
System

08S/400 object distribution routes requests and responses to the QDSNX user.
The QDSNX user must be added to the AS/400 system directory.

In the following example, the AS/400 system name is SYSTEMA. You need
SYSTEMA. To add this entry, type the Add Directory Entry (ADDDIRE)
command.

ADDDIRE USRID(QDSNX SYSTEMA) USRD('QDSNX on system A')
USER (QDSNX) SYSNAME (*LCL)

Note: The directory entry created for an intermediate request will be used
for direct requests also. If only direct requests will be used, create an
entry as if intermediate requests were supported.

* |f the end node is a different AS/400 system, the requests and responses are
routed to the other node using object distribution, which puts them into a
SNADS network as shown in Figure 7-2 on page 7-10.
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Figure 7-2. DSNX Host Interface and DSNX Request Processor on Different AS/400
Systems

In this case, you must not only add a directory entry for QDSNX on the host
interface node as you did in the previous example, but you must also add a
directory entry for QDSNX on the AS/400 end node. Assuming the end node is
SYSTEMB, you would type the following command on the end node AS/400
system:

ADDDIRE USRID(QDSNX SYSTEMB) USRD('QDSNX on system B') USER(QDSNX)
SYSNAME (SYSTEMB)

If the end node is not the host-attached node, you must configure the SNADS
routing information at the intermediate systems needed to distribute the request
to (and the responses from) the end node. For more information regarding
descriptions and examples of how to configure for a SNADS network, refer to the
Distribution Services Network Guide.

0S/400 DSNX uses the user ID and the password specified in the NetView DM
phase to verify authorization to OS/400 objects. This user ID does not need to
be in the system directory for DSNX processing. The user profile and password
must be defined on the target system. The target system is the system that
receives a request from another system to establish communications. The user
needs authority to objects specified by NetView DM functions. DSNX performs
functions for a specific userid; therefore the authority required is the same as if
the user had requested the function interactively.

DSNX Host Interface-to-DSNX/PC Support/400 Configuration

All distributions sent to the personal computer are routed to an intermediate
AS/400 system via SNADS as shown in Figure 7-3 on page 7-11.
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Figure 7-3. Distribution to a Personal Computer with an AS/400 System as an Interme-
diate Node

As in the DSNX host interface-to-DSNX request processor configuration, you
must have the QDSNX user defined on the node that attaches to the personal
computer. In addition, on the AS/400 system that has the attached personal
computer, you must add a directory entry for each personal computer.

Assuming the personal computer is PC1 (the node name defined by NetView DM)

and the address is SYSTEMB, you would type the following command:
ADDDIRE USRID(PC1 SYSTEMB) USRD('PC 1 attached to system B')
USER(*NONE) SYSNAME(*PC)

In this example, directory entries need to be added on System A and System B.

You can add a directory entry for each personal computer or you can add one
directory entry for all personal computers as follows:

ADDDIRE USRID(*ANY SYSTEMB) USRD('A11 PC names')
USER(*NONE) SYSNAME(*PC)
Notes:

1. Only NetView DM distributions are routed to directory entries using *PC as
the system name.

2. To send NetView DM distributions to a personal computer, the NetView DM
PDOS node name must match the user ID in the OS/400 directory entry for
the personal computer.

3. The address in the directory entry for the personal computer must match the
AS/400 name defined in the network attributes.
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DSNX/PC Support/400-to-PC Configuration
The AS/400 system communicates with a personal computer using SNADS over
an APPC session. The physical line can be either a local area network’ (LAN)
line or a twinaxial data link control2 (TDLC) line.

e To configure a local area network line, you must configure either a token-ring
network? or an Ethernet* network line description and a controller
description. The PC Support/400 Technical Reference for DOS and 0S/2
manual contains information about these configurations.

* For a TDLC line, you do not have to do any special configuration if the
system value is set to indicate that work stations are automatically config-
ured. To find out if this value is set to automatically configure, type this
command:

DSPSYSVAL SYSVAL (QAUTOCFG)

If the system is not set to automatically configure, you should type the fol-
lowing command:

CRTDEVDSP DEVD(DXPCOO) DEVCLS(*LCL) TYPE(5150) MODEL(n)
PORT(n) SWTSET(n) CTL(ctlnn)

Model, port, switch setting, and controller must be determined for each
system. The PC Support/400 Technical Reference for DOS and OS/2 contains
information about defining a TDLC line.

After your lines are configured, start the PC router, which handles requests to
send and receive data from applications on the personal computer and routes
them to the appropriate applications on the AS/400 system. For more informa-
tion about configuring your personal computer, refer to the PC Support/400 DOS
Instaliation and Administration Guide or the PC Support/400 OS/2 Installation and
Administration Guide.

For a TDLC line, sign-on prompts are displayed. You enter a user ID with t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>